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#### Abstract

A high-quality set of historical daily temperature data has been developed for Australia. This data set includes 103 stations, most of which have data from the period between 1957 and 1996, and some for longer periods. A new technique, involving the matching of frequency distributions, is presented for the adjustment of temperature records for inhomogeneities at the daily timescale, and this tectnique is used in the development of the data set. A number of additional lindings are presented on the impact of changing times of observation and accumulation of observations over periods longer than one day on the Australian temperature record.

This data set was used for an extensive stady of extreme temperature events in Australia/ Widespread changes in the frequency of extreme temperature events in Austratia were found over the 1957-1996 period. These changes were found both by an analysis of trends at individual stations and by analysis of spatial averages of indices of extreme temperature. In general, increases were found in the frequency of high maximum and high minimum temperatures, and decreases in the frequency of low maximum and low minimum temperatures. The changes were greatest for fow minmum temperatures and least for high maximum temperatures, and were gencrafly greatest in winter. The greatest decreases in the frequency of extreme low minima were found in Queensland. The trends were not universal, with trends opposite to those for Australia as a whole being found in some regions in some seasons.

It was found, after examination of several possible models, that the frequency distribution of Australian daily maximum and minimum temperatures was best represented by a composite of two or three Gaussian distributions with different parameters. Using this model, it was found that the observed changes in temperature primarify resulted from changes in the means of the component distributions, indicating that the changes resulted principally from overall warming of the atmosphere rather than changes in circulation or air-mass incidence.


The relationship between the frequency of extreme temperatures and the Southern Oscillation Index (SOI) was examined, with strong relationships being found in some seasons in many parts of Australia for most extreme variables, particularly high maximum temperatures. The weakest relationships were found for low minimum temperatures. Many of these relationships, except in winter, were as strong (or stronger) with the value of the SOI one season previously as they were with the SOI of the current season, indicating potential useful skill in the forecasting of seasonal frequencics of extreme temperatures in many cases.
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## Chapter 1

## Introduction and literature review

### 1.1. Introduction

Climate and weather have always been a critical influence upon life on Earth. At the most basic level, it is climate that is, often, the most important influence determining which species can exist in a given location. It is no less vital in the context of the history of human civilisation. Societies have flourished in places where the climate was favourable to them, and societics have been wiped out (as was the Viking settement in Greenland (Lamb, 1977)) when the climate shifted against them. Climate is still, despite all the advances in technology and knowledge that have occurred over the last 10,000 years, the most vital influence on agriculture, without which human civilisation cannot exist. As the range of human activities has broadened, so has the number of different ways in which climate affects us, from it heatwave causing the spot price of electricity to skyrocket to a drought leading to a famine in Alrica.

Through much of the period in which the climate has been sudied scientifically, the dominant paradigm has been that of an essentially static climate, with any fluctuations being, in essence, perturbations from the long-term 'normal' ctimate, It is only in relatively recent times that the idea of a change in the underlying climate on the decadal-to-centennial timescale (as opposed to changes on geological timescales), and, in particular, that the idea of a possible human influence on global climate, has entered the scientific consciousness. The possibility of global warming as a result of increasing concentrations of carbon dioxide in the atmosphere made increasingly frequent appearances in the scientific literature in the late 1970s, but it was not until 1985, when the WMO's Villach Conference discussed the mater, that it became a central issue of scientific debate and, soon afterwards, public policy. Since then climate change has become one of the world's leading environmental issues, and, accordingly, a scientific and political apparatus has been established, under the auspices of the United Nations, in an attempt to cover the field; the Intergovernmental

Panel on Climate Change (IPCC) on the scientific side, and the Framework Convention on Climate Change on the political side.

One of the major goals of the scientific process, as represented by the IPCC reports, has been to obtain an accurate picture of how climate has varied over history, and, in particular, since the establishment of instrumental records. Originally, much of the effort was directed at changes in the mean values of climate elements - in part because those are the data which are most readily available, on both a global and local scale.

The mean, however, in itself is an abstract concept. Many of the limits to human activity are set by the occurrence of rare events, from the crop whose poleward limit is set by the boundary of where frosts occur to the land that is left undeveloped because it is flooded every few years. Consequently, increasing attention is being given to the consideration of trends in the occurrence of extreme events. This is reflected by the IPCC reports, which act as an indicator of the fields in which scientific activity is occurring. The 1990 report devoted only one paragraph to extreme temperature events (and then only on the seasonal timescale); the 1995 report devoted half a page; the 2001 report two pages, with seventeen papers cited.

This thesis concentrates on one type of extreme climatic event, namely extreme temperatures. This has been a relatively neglected field until very recently, particularly in Australia, where the emphasis on the study of climate has always been on rainfall. Given Australia's history this is understandable. Throughout much of the period of European settlement, drought, or its temporary absence, has been a defining theme in the history of the interaction of Australians with the land, and it is certainly true that rainfall is the most important climatic influence on agricultural production in Australia. Temperature is also an important climatic influence, in the Australian context as well as elsewhere. Frost, particularly in southern Australia, is a significant potential risk to crops, as was illustrated by the estimated loss of several hundred million dollars in Western Australia, western Victoria and southern New South Wales in the spring of 1998 (Bureau of Meteorology, 1998a). The demand on public utilities - electricity, gas and, to a lesser extent, water - is very temperature-sensitive; the estimation of the likely peak demand is critical in planning required production
capacity. With the lead times required to build such capacity, climate change must be considered in any rational planning process. (With the spot price of electricity in South Australia increasing 25-fold during a February 2000 heatwave (http://www.nemmco.com.au), and the increasing use of weather derivatives - of which $98 \%$ are temperature-related (Stern, 2001) there is money to be made as well something which is always a powerful impetus for interest in a topic).

Before proceeding further, it is useful to deline what an extreme temperature is for the purposes of this study. In a statistical sense, the theory of extreme values is most often used to refer to the highest or lowest value that a variable is expected to reach in a given period of time. This is certainly a valid type of extreme to be investigating in a climatic context. A second type of extreme event is the breaching of a particular threshold - say, the occurrence of a temperature above $35^{\circ} \mathrm{C}$ or below $0^{\circ} \mathrm{C}$. The likely or observed frequency of such an event does not form part of the statistical theory of extreme events. However, in climate this is arguably the more important type of event, especially in agriculture, where the breaching of a critical threshold can be more important than the ultimate value reached. If a plant is going to be killed by a temperature of $-1^{\circ} \mathrm{C}$, then it is no more dead at $-10^{\circ} \mathrm{C}$, and hence the probability of reaching $-1^{\circ} \mathrm{C}$ is more important than the ultimate lowest temperature.

Primary consideration in this thesis will be given to events which involve the crossing of a threshold. It is only in the last few years that changes in the frequency of these events have been considered in any depth, either in Australia or clsewhere, as evidenced by the contrast between the 1990 IPCC report (where no such study was cited) and the 2001 report (where 17 separate studies were cited). The original goal was to trace and analyse the frequency of these events throughout the period of the Austratian instrumental climatic record. As will be explained later, the availability (or lack thereof) of data in a usable form has placed constraints on the ability to cover this full time period as closely as would have been desirable; once the older data becomes more accessible there is ample scope for this study to be extended.

Two additional types of extreme events which are not considered in this study were the occurrence of extreme mean seasonal temperatures and heat and cold waves (usually defined as a number of consecutive days with temperatures above or below a
certain threshold). Both types of events can have substantial consequences in fields such as agriculture (Mearns et al., 1984; Parry and Carter, 1985) and human health and mortality (Andrews, 1994; Changnon et al., 1996) and are of considerable potential interest.

### 1.2. The structure of this thesis

In order to determine what changes the climate has undergone over the period of instrumental record, it is necessary to be able to obtain records which can be viewed with confidence. This is not a trivial matter, and the development of a high-quality data set for use in the analysis in this thesis forms a major part of it.

Chapters 2, 3 and 4 are devoted to the development of a data set for use in the study. Chapter 2 deals with the availability of data, and the selection of a station network which adequately reflects the full range of Australian climate without unduly sacrificing the quality of the data used. The compilation of a high-quality daily data set of this type, adjusted for inhomogenities, is a task that has not, to the author's knowledge, been undertaken anywhere else in the world for any region. A number of new techniques used in the development of such a set are presented in Chapters 3 and 4.

In Chapter 5, a case study is presented to illustrate the impact that a failure to maintain standard observation conditions can have on a specific observation, namely the highest recorded Australian temperature at Cloncurry.

Chapter 6 describes a model for the frequency distribution of maximum and minimum temperature in Australia. As will be discussed later in this chapter, much of the literature on extreme temperature events is based on the assumption, implicit or explicit, that these variables follow the Gaussian (normal) distribution. It is shown that this assumption is not valid in many Australian climates, and an alternative model is proposed. The concept of linking this alternative frequency distribution model to air mass incidence is explored, but with difficulties in developing such a relationship on an objective basis.

In Chapter 7, the trends in the frequency of extreme temperature events at specific stations are analysed. These trends are compared with changes in the parameters of the frequency distributions developed in Chapter 6 , in order to gain a deeper understanding of the influences on the occurrence of extreme temperatures, and how these influences are changing in importance with changes in the climate.

Chapter 8 draws the results presented earlier into a coherent national picture, by analysing spatial averages of extreme event frequency over Australia and regions within it and examining their trends.

Chapter 9 reports on the relationsbip between the frequency of extreme temperature events and a well-known influence on Australian climate on the seasonal-tointerannual timescale: the El Niño-Southern Oscillation phenomenon. Strong links are found in many parts of Australia.

The thesis concludes with Chapter 10, which is a summary and conclusion.

### 1.3. The background to this study

### 1.3.1 The development of climatological data sets

### 1.3.1.1. Global and regional data sets

As the importance of an accurate picture of past climate has increased, an increasing amount of attention has been given to the development of high-quality data sets of mean temperature on the annual or scasonal timescale. There has been considerable activity since 1980, both in the compilation of data sets for the analysis of global or regional climate, and in the development of techniques for the detection of inhomogeneities in climate records.

At the broadest scale, there have been two major attempts since 1980 to develop a historical data set for the calculation of global mean temperatures. There were a number of attempts to achieve this prior to 1980 , most notably by a number of Russian authors (whose results remained largely unknown to the western scientific
community for some time). Jones et al. (1982) review these, and then present the data set most commonly used in analyses of global temperature today. This set has been refined and updated through the years, with the use of more advanced methods of interpolating data to fixed grid points, the incorporation of additional data which were not available for use in the original set, and improved assessment of the homogeneity of the station data used (Jones et al. 1986a, b; Jones 1988, 1994). The second major data set has been that of Hansen and Lebedeff $(1987,1988)$. The major differences of substance between the two sets are that the Jones set includes marine data, whereas the Hansen and Lebedeff set includes only data from land-based meteorological stations, and that the Hansen and Lebedeff set makes use of more incomplete data series (in order to extend the station coverage) than the Jones set does. Nevertheless, a comparison of the two sets (Hansen and Lebedeff, 1987) reveals that they are broadly in agreement.

A recent paper (Peterson ct al., 1998a) applies a different approach to the collation of a global data set. They use first differences of monthly mean temperatures, rather than the temperatures themselves, as the data set, taking, as the source datal set for their gridded analyses, the difference at each station between the mean temperature in a given month and that in the same month of the previous year. This allows the inclusion of a broader range of data, using stations with relatively short records that were not considered for inclusion in the Jones or Hansen/Lebedefl sets. Peterson et at. find that the trends in global mean temperature derived from these three data sets are similar, but that they differ in characteristics such as the interannual variability of the data. This has implications for the statistical significance of the obscrved trends, as well as, potentially, for the occurrence of extreme cvents.

The best-known attempt to develop a data set of temperature for a specific region has been the United States Historical Climatology Network (USHCN) (Karl et al., 1990). This data set, of monthly mean temperature data for the continental United States, has been the subject of many analyses of various types. The concept of a data set for the analyses of historical climate has been extended globally, with the development of the Global Historical Climatology Network (GHCN) (Vose et al., 1992; Peterson and Vose, 1997), and, most recently, the GCOS Surface Network (GSN), which is an initiative of the World Meteorological Organization. Although neither the USHCN
nor the GHCN are regional or global means per se, both are compilations of highquality station data which provide the foundation for the calculation of regional or global means, and act as a valuable set of source data for other analyses.

There have been a number of other data sets compiled at the national and regional scale. The best-known of these is the Central England Temperature series, which was first developed by Manley (1953), and extended by Manley (1974) and Parker et al. (1992). These papers discuss in some detail the creation of the series, which extends back to 1659 . Whilst some of the earliest years in the series have data cstimated from documentary evidence or data from non-British sites, there is an unbroken instrumental record of some kind since 1723. In particular, considerable attention is given to the comparability of eighteenth-century records to those measured using present-day standards.

The USHCN and GHCN have concentrated on the use of historical data. This has meant that these networks, especially the global one, have focussed on monthly mcan temperature data, as that is the form of temperature data most readily available for the greatest number of stations for the longest period of time. Whilst many stations have records of mean monthly temperature going back into the nineteenth century - and it is an element whose value has been exchanged on a routine basis by WMO member countries - compiling data sets of mean monthly maximum and minimum temperature has been difficult, for three principal reasons:

- in many countries, mean daily (and hence monthly) temperature is calculated by means of an algorithm using the temperature al fixed hours (rather than the mean of the maximum and minimum as is the case in Australia, the United Kingdom and the United States), and daily maximum and minimum temperature were not measured (or measured, but not archived), until some time during this century (Nordli, pers.comm.). Where the mean was calculated using temperatures at fixed hours, the algorithm for doing so has changed in many countries through the course of their observational history (Heino, 1994).
- mean monthly maximum and minimum temperatures at stations were not routinely exchanged by WMO members until the early 1990's (Peterson and Vose, 1997).
- as a result of the data not being regularly exchanged, access to historical maximum and minimum temperature data is dependent on the national meteorological service concerned - many of which levy charges beyond the reach of scientific rescarchers (Hulme, 1994; Karl and Easterling, 1999)

The position is even worse for records of daily maximum and minimum temperature. Attempts are being made at WMO level to make such data available for GSN stations to the scientific community, but it is likely that this will take some time to reach fruition, with only a limited number of countries having contributed data at the time of writing (Diamond, 2001).

A long-term series of regional daily mean temperature data was compiled by Parker et al. (1992), who built on the previously-mentioned monthly series of Manley (1953, 1974) by creating a set of daily Central England temperatures from 1778 to 1991, adjusted (by a flat amount in each month) such that the monthly means of the daily values would match the monthly series.

The principal Australian set of high-quality national temperature data is deseribed in Torok and Nicholls (1996) and (in more detaif) in Torok (1996). This set is of mean annual maximum and minimum temperature data, and covers most of Australia for the period since 1910. Whilst the annual timescale makes this set, per se, of limited use for this study, many of the same principles have been used in the selection of stations, as described more fully in Chapter 2. Torok and Nicholls also describe the trends of mean temperature that were found using this data set.

A number of studies also concentrate on specific stations with very long records. Examples of these are the long records at Toronto, Canada (Crowe, 1990), Sitka, Alaska (Parker, 1981) and Uppsala, Sweden (Bergström, 1990). As with studies undertaken with the Central England Temperature series, these papers concentrate on the inclusion of the maximum possible amount of data (extending backwards in time),
and the techniques required to make those early observations comparable with the data recorded at the present-day stations in those locations. Limited attention has been given to the homogeneity of the series since the stations shifted to being something akin to current standards.

As all of these data sets, except for the daily Central England Temperature serics, are at the monthly, scasonal or annual timescale, none of them are of much use in an examination of extreme events of the type examined in this thesis, which are on the daily timescale. As described in section 1.3.2., such work as has been carried out on extreme events has been carried out using a variety of national data sets.

### 1.3.1.2. Data quality and homogeneity

The quality and homogeneity of climatic data sets has been recognised as being of importance for many years. Brooks (1948) was one early author to recognise this, and Manley (1953), as noted earlier, considered the question in the context of the incorporation of pre-19th century data into a long-term climatic scrics. Whilst this importance has been noted from time to time, it is only in comparatively recent times that the homogeneity of data has been systematically incorporated in studies of climatic trends. It is an ongoing issue: as Karl et al. (1995b) state, "virtually every [climate] monitoring system and data set requires better data quality, continuity and homogencity if we expect to conclusively answer questions of interest to both scientists and policy-makers".

This was especially true within Australia, where the first studies of temperature over large areas which incorporated adjustments of data sets for inhomogeneities did not appear until the early 1990s (Torok, 1996), although there had been carlier sludies at individual stations (e.g. Shepherd, 1991). Some papers acknowledged the problem of data reliability (e.g. Coughlan, 1979), but did not attempt to correct for it. A consequence of this is that a number of studies (e.g. Deacon, 1953; Balling et al., 1992), using unadjusted data, reached conclusions about Australian temperature trends which were heavily influenced by non-climatic influences (which will be discussed in more detail in Chapters 3 and 4), such as changes in instrument shelters
during the early twentieth century and the widespread movement of stations from town centres to airports.

Non-Australian data sets have included adjustments for inhomogeneties, but have done so inconsistently. In some data sets (e.g. Hansen and Lebedeff, 1987) the process merely involves the removal of gross errors and stations with clearly identifiable inhomogeneities, such as stations in cities influenced by intensification of urban heat islands. On the other hand, the various Jones et al. data sets have included adjustment of station data for inhomogeneities, using a subjective assessment of temperature differences between station pairs. The USHCN and GHCN have also incorporated considerable adjustment for inhomogeneities, using techniques outlined in Karl et al. $(1986,1988)$ and Karl and Williams $(1987)$. In the case of the USHCN, the stations incorporated have all been given an objective rating, based on factors such as the length of record, the proportion of missing data, the number of adjustments required to the data, the confidence level attached to these adjustments, and the consistency of the station's data with its neighbours.

There has been considerable further work in the last decade; an extensive review has been carried out by Peterson et al. (1998b).

The production of a homogeneous data set involves three major steps: the identification of potential inhomogeneitics, the determination of their statistical significance, and the adjustment of data to eliminate the inhomogencitics. Methods of compilation of adjusted data have concentrated on the identification of inhomogeneities and the determination of their statistical significance, including statistical techniques for the detection of discontinuities in time series, experimental comparisons of data taken under differing conditions, and the examination of documentary evidence (metadata) pertaining to the station(s) concerned. Somewhat less attention has been given to methods of adjusting data once inhomogeneities are identified, although Karl and Williams (1987) consider the question extensively. In the context of this study, this is a substantial issue and one which is discussed more extensively in Chapter 4. Nicholls (1995) noted that it is often more difficult to construct long-term, homogeneous data sets for climate extremes than it is for means.

The detection of discontinuities in time series is a subject which has received extensive attention in the statistical literature. Early examinations of the problem in the climatological context were those of Merriam (1937) and Kohler (1949). Both used double-mass curves, and Merriam also used plots of accumulated departure of variables from the climate normal. Another lest which was regularly used was a test for the randomness of the residuals of departures of a variable in individual years or months from the climate normal (WMO, 1966).

Two significant advances were made by Potter (1981) and Alexandersson (1986). Both pointed out difficultics with 'traditional' methods of detecting discontinuitics, and both used the concept of a 'reference series'. In this technique, rather than a time series being tested in isolation, the series which is tested is that of the difference between that time series and an approximately homogeneous set of aggregated data which is highly correlated with the series under examination - for example, a weighted mean of neighbouring stations. The desirable atributes of a reference series' are discussed more extensively in Chapter 4. The concept of a reference serics was developed further by Peterson and Easterling (1994).

Potter, in an example using precipitation data from a set of 19 stations, used the arithmetic mean of the datia from the 18 stations not being tested as a reference series. He also minimised the impact of potential inhomogeneities on the reference series by carrying out a number of iterations; series found to contain inhomogencities were removed from the reference series, and the test carried out again. He then used the test of Maronna and Yohai (1978) to detect inhomogencilics in the difference serics, although he notes that this test assumes that the time series is not autocorrelated and is normally distributed. (As discussed in Chapter 6, this assumption is doubtful in the case of temperature data, but is less problematic for a difference series). He noted that the double-mass test carried no indicator of the statistical significance of an inhomogeneity, while a test on the randomness of residuals can indicate that a statistically significant inhomogeneity has occurred in a time series, but gives no indication of the timing or magnitude of the inhomogeneity.

Alexandersson, who was dealing with precipitation, created a reference series as a weighted mean of neighbouring station data, with the weighting function being a distance-based exponential formula developed such that it would normally approximate the squared correlation of the data at the neighbouring station with that at the test station $\left(r^{2}\right)$. He then generates the comparison series for testing by taking the ratios, rather than the differences, of the test series to the reference series (a practice specific to precipitation). Discontinuities in the comparison series are then located using likelihood ratios. Like the Potter test, this assumes that the comparison serics is normally distributed, and it also assumes that the variance of the comparison series remains constant on either side of a discontinuity. Alexandersson and Moberg (1997) and Moberg and Alexandersson (1997) later adapted this technique to annual mean temperatures in the course of preparing a homogenised gridded air temperature data set for Sweden.

Crummay (1986) produced a reference series, in his study of the homogeneity of United Kingdom temperature and sunshine data, by using principal component analysis to estimate the mean annual value at the station of interest. He then used a student's $t$ test to test for statistically significant changes between 5 -ycar periods in the difference between the station's mean temperature or sunshine and the estimated value.

Easterling and Petcrson (1992,1995) used a two-phase regression model to locate inhomogeneities in a comparison series, by dividing the series into two parts and fitting regression lines to each part; the point of division with the smallest combined sum of residuals from the two parts was then flagged as the site of a potential inhomogeneity, and its significance tested. This was the method used in this study, and details of its application, including the compilation of a reference series for comparison, are given in Chapter 4. A similar technique was used by Taubenheim (1989), whilst a multiple linear regression technique was used by Vincent (1998).

Inhomogeneities become much more difficull to detect by statistical methods if they occur at a similar time across a network, as spatial intercomparison is lost as a potential method of detection. Examples include changes in the formula used for the calculation of daily mean temperature (as occurred in various Scandinavian countries
(Heino, 1994)) or nationwide changes in the lype of instrument shelter used, as occurted with the change from wall-mounted screens to free-standing Stevenson screens in Denmark around 1920 (Frich, 1993), the introduction of the Stevenson screen in Australia (Torok and Nicholls, 1996), or the change to an electronic temperature measurement system at co-operative stations in the United States in the 1980's and 1990's (Quayle et al., 1991). Frich suggests that a possible technique for detecting inhomogeneitics of this type is to compare variables with another variable that may not be affected by the change involved (for example, comparing cloudiness with diurnal temperature range, or mean maximum and minimum temperatures with the mean temperature at a fixed hour). In some cases, especially in remote areas or on isolated islands, there will be no comparison data to allow the compitation of a reference serics. Rhoades and Salinger (1993) described a technique for detecting inhomogeneities in a single-station time series.

## Instrument and site comparison

Where it is known that a change has taken place at a site - or across a network - a method for assessing whether a significant discontinuity has occurred, and if so, its magnitude, is to carry out a comparison of measurements under the old and new conditions, either in sith or at a dedicated experimental site. There are numerous examples of this in the literature, for example, for wind (Logue, 1986), humidity (Skatar ct al., 1989) and precipitation (Scvruk and Hamon, 1984). It is now Austratian Bureau of Metcorology policy (Evans, pers. comm.) to carry out comparison measurements for at least two years, if at all possible, in the event of any significant change at any Reference Climate Station. Similar policies arc also in place in many oher countrics (Peterson et al., 1998b).

Side-by-side comparisons of instruments or instrument exposure have been conducted for many years. Two examples of comparisons of various types of instrument shelters were carried out in Britain between 1868 and 1870 (Laing, 1977) - an experiment which led to the Meteorological Office and the Royal Metcorological Socicty recommending the Stevenson screen as a standard - and at Adelaide, where a Glaisher stand and Stevenson screen were operated in paralel between 1887 and 1947 (Richards et al., 1992; Nicholls et al., 1996b). Many such experiments have been
carried out internally within national meteorological services, without the results being documented in the external scientific literature. Nordli et al. (1997) present a review of instrument comparison experiments carried out in Scandinavia, after describing the evolution of screen types in the countries concerned, whilst Parker (1994) presents a more global review.

## Metadata

A more recent development in the detection of discontinuities in climate records is the use of metadata. Whilst information about the siting of, and instruments at, meteorological stations has been collccted for as long as the data itself (for example, handwritten 'instrument joumals' from the late $19^{\text {th }}$ and early $20^{\text {th }}$ century, containing details of the instruments installed at meteorological stations, exist for several Australian states and are held in the National Meteorological Library), it is only in relatively recent years that a concerted effort has been undertaken in various countries to compile metadata systematically for a climate network and apply this knowledge to an assessment of the homogeneity of the records within that network. Torok (1996) relied extensively upon metadata in order to compile his high-quality set of annual mean Australian temperatures, as did Karl et al. (1990) in the compilation of the USHCN.

Metadata are a powerful tool for the identification of a potential discontinuity, as documentary evidence of a station move or instrument change on a specific date is unquestionable evidence of a potential discontinuity on that date, whercas statistical lechniques can often only identify the approximate timing of a discontinuity. The problem then becomes one of determining whether such a discontinuity has a statistically significant impact on the climate record, and, if so, what adjustment is appropriate. Easterling el al. (1996) suggest that, where metadata exist, the most effective scheme for the production of homogeneous data sets involves the combination of metadata and statistical schemes.

The principal limitations of metadata are that they are often unwieldy to work with, and that they are not necessarily complete. Whilst some nations have made efforts towards making their metadata available in digital form (Frich et al., 1996; Arnfield,
2001), much of it is only available in paper form, is not archived systematically or in a single location, is rudimentary (Shein, 1998), or contains much irrelevant information which makes the extraction of useful data time-consuming (Peterson et al., 1998b). Whilst these problems could all be overcome given sufficient effort and resources, a more intractable problem is that metadata is not necessarily complete (and, by its nature, it is impossible to know definitively that it is complete). This may be becausc of the loss of documents - for example, much information pertaining to stations in the Northern Territory was destroyed as a result of Cyclone Tracy (Bureau of Metcorology, 1992) - but is more commonly because the information was never collected in the first place. This applies more to some aspects than to others. As an example, in Australia, historically, matters involving the expenditure of public moncy , such as the supply of instruments, tend to be better-documented on station history files than matters that do not, such as site changes or conditions (Karike, pers. comm.).

### 1.3.2. Extreme temperature events

Extreme events have been considered in the meteorological and statistical literature for much of this century, but, as noted earlier, it is only in very recent times that serious attention has been given to trends in the frequency of extreme events, and to likely changes in their frequency associated with more general changes in the climate.

The statistical theory of extreme events, where these events are delined as being the highest or fowest values in a time series, has been well-developed since Fisher and Tippetl (1927) developed three distributions for use in estimating the likely frequency of a given extreme event, the particular one being used depending on whether the variable is bounded or unbounded. This was further developed by Gumbel (1958). The techniques developed by Fisher and Tippett, and Gumbel, have been extensively used in meteorology. While these applications have mainly been in the field of precipitation (and consequently hydrology), there have been a large number of studies in which Gumbel's theory or a variation on it has been used in order to determine expected extreme maximum and minimum temperatures for a given return period over a region. Dury (1972) carried out such an analysis of expected maximum temperatures for a variety of return periods, from 1.58 to 100 years, for Australia. Other studies of
this type have been carried out for such regions as Great Britain (Jenkinson, 1955), the United States (Court, 1953), India (Jayanthi, 1973), Belgium (Sneyers, 1969) and Greece (Flocas and Angouridakis, 1979). A variation on this theme has been the assessment of the likely return period of a specific event; Policansky (1977) examined the estimated retum periods of mean temperatures recorded during the (very cold) winter of 1976-77 in the eastern United States.

Reviews of the statistical theory of extreme values in the meteorological context werc carried out by Tiago de Oliveira (1986) and Katz and Farago (1989). Tiago de Oliveira concentrates upon the practical aspects of the theory and its application, without discussing the limitations of the theory in the meteorological context. Katz and Farago point out that most of the frequency distributions fitted to meteorological data converge towards Fisher and Tippett's Type I (unbounded) distribution in the extreme-value case. They also note that, although many meteorological time serics are autocorrelated and therefore the observations are not independent (a necessary condition, in theory, for the Type I distribution to be a valid model for extreme values of the data), the attoregressive-moving average (ARMA) process used by some authors (as discussed more extensively in Chapter 6) to model athocorrelated metcorological time series falls within the 'domain of attraction' of the Type I extreme value distribution. He only mentions in passing the problem of scasonality in the statistical theory of extreme values, as applicd to meteorological data.

Another type of study that has been carried out for many years has been the complation of static climatologics of the occurrence of extreme or threshold events. An early Australian cxample was the work of Foley (1945), who compiled an extensive climatology of the frequency of frosts, using various threshold definitions to define severity of frost, in addition to analysing the synoptic conditions under which frosts occurred and the impacts on specific crops. Similar analyses of frost frequency have been carricd out in such regions as England (Lawrence, 1952), Java (Domrös, 1976), Hungary (Fekete, 1987), southern India (von Lengerke, 1978) and New Zealand (Goulter, 1991).

Climatologies of the frequency of very high temperatures have been less common, but are still relatively widespread in the literature: examples are the works of DcLisi and Shulman (1984) and Petrovic and Soltis (1985).

Tattelman and Kantor (1976a, b) produced maps, covering the full Northern and Southern Hemisphere, of the estimated 1, 5, 10, 90, 95 and 99 percentile values of hourly temperatures over the course of the year, using a regression relationship they derived between the frequency of such hourly temperatures and monthly mean maximum and minimum temperatures, using data from those relatively few regions of the world where hourly temperature data are readily available. A less obvious type of threshold cvent, the mean annual frequency of frecze-thaw cycles, was analysed for the United States by Hershfield (1974).

A specilic type of threshold event (where a 'threshold event', a term used extensively in the remainder of this thesis, is defined as the occurrence of a temperature above or below a specified threshold) that has aroused particular interest for many years is the date of the first and last days below or above a certain threshold - for example, the length of the season during which the temperature is above a certain critical level. This (often described as the 'growing season') is an important patameter in regions where temperature renders certain types of agriculture marginal, as is the case in many purts of North America and northern Europe. Examples of studies of this type are those of Davis (1972), who attempted to define the onset of spring by using an air temperature surrogate for the occurrence of carth temperatures above $6.1^{\circ} \mathrm{C}\left(43^{\circ} \mathrm{F}\right)$, an agriculturally important variable, and anallysed the frequency distribution of these dates, and that of Bootsma and Brown (1989), who sought to develop a climatology of spring and autumn freeze risk in Ontario, Canada by deriving a regression relationship between the dates of last spring and first autumn frecze and a number ol other longterm station-specific variables.

A number of studies have examined trends in parameters relating to the frequency of extreme or threshold temperature events. The results from these are mixed, depending on the region under review (in the case of regional studies) and the period over which the trend was measured - a number of studies carried out at the end of the cooling over the northern hemisphere between 1940 and 1975 produced different results to
those carried out for periods starting earlier and/or finishing later. This aspect was explicitly studied by Downton and Miller (1993), who found that the observed trends in winter temperatures in Florida differed substantially depending on the period under review - and the parameter(s) considered.

Examinations of trends in the length of the growing season, defined in various ways (usually in the form of the period for which the mean temperature is above a certain threshold), or alternatively, the date of occurrence of the first or last frost, have been carried out by a number of authors. Overall, the trends defined depend on the region, the period under consideration and the definition of a growing season used Brinkmann (1979) found opposite trends in the length of growing seasons calculated for the same locations using different definitions. Lamb (1977) found that the growing season at Oxford had increased in length by 1-2 weeks between 1900 and 1940, then had declined to near its 1900 level by 1975. Jones and Briffa (1995) found that, despite an increase in mean annual temperature over the region of about $\mathrm{I}^{\circ} \mathrm{C}$ over the period, there was little evidence of any significant change in the length of the growing season, or its starting or finishing dates, over the former Soviet Union over the 18811989 period, due to the warming in mean temperatures being concentrated in the winter months. Bootsma (1994) found a trend towards Jengthening of the frost-frec and growing-season length over the last 100 years at three stations in western Canada, but a mixture of trends in eastern Canada.

Karl et all. (1991) examined the highest and lowest temperatures recorded in each season and year (an inherently noisy indicator) at each station within a network in the United States and the former Sovict Cnion. They found that the difference between high and low extremes decteased in most seasons over the period examined, signilicantly so over the former Soviet Union at the annual timescale. Over the period between 1936 and 1986, no trend was obscrved in the annual extreme maximum in the former Soviet Union, but an upward trend of $1.6^{\circ} \mathrm{C} / 100$ years was observed in the annual extreme minimum. Over the United States between 1911 and 1989, the annual extreme maximum decreased by $0.2^{\circ} \mathrm{C} / 100$ years, and the annual extreme minimum increased by $0.2^{\circ} \mathrm{C} / 100$ years. A similar study was carried out by Tuomenvirta et al. (2000), who examined trends in the value of the highest and lowest recorded temperature in each year at a number of Scandinavian stations. They found few
consistent trends, noting that the series suffered from a lack of homogeneity, but in general observed that these extremes roughly followed the (generally increasing) trend of seasonal mean temperatures.

Trends in the frequency of threshold events have become a point of scientific interest much more recently - as evidenced by the fact that no study in this field was cited in the 1990 lPCC report (although many have been in the 2001 report). There have been numerous works on a regional scale, but the first major attempt to obtain results over a large part of the world came with the Workshop on Indices and Indicators for Climate Extremes, which took place in Asheville in June 1997 (Karl et al., 1999). The papers presented at this workshop, of which several are discussed in the following paragraphs, represented a collection of analyses of threshold event frequencies over a number of regions.

In addition, it was recommended at this workshop (Folland et al., 1999) that a number of indices of extreme (or threshold) temperature events be developed and implemented on a global basis, based on data from a selection of stations in the GCOS Surface Network (GSN) (Peterson et al., 1997). The recommendations for these indices were of a generalised form and it was noted that further investigation was required to determine specitic details of optimal indices.

The major published works in this field in Australia are those of Plummer (1995) and Stone et al. ( 1996 ). Whilst Stone et al. state that their primary aim was to 'develop a system for seasonal forecasting of frost likelihood' (their results in this respect will be discussed more extensively in Chapter 9), they carried out a study of trends in the frequency of frosts, and the date of the last frost, over the last century at nine stations in inland Queensland and northern New South Wales, using seven thresholds in steps of $1^{\circ} \mathrm{C}$ from $-3^{\circ} \mathrm{C}$ to $3^{\circ} \mathrm{C}$. They found a downward trend, significant at the $95 \%$ level, in the number of frosts at six of the nine stations, and a significant trend towards an carlier date of last frost at five of those stations, the major exceptions being the stations of Moree and Dubbo. One caveat to these results is that, although some care was taken in the selection of stations to eliminate data of poor quality, the data were not adjusted for potential inhomogeneities.

Plummer (1995) used a network of 40 stations to examine changes in temperature variability and the frequency of extreme events in Australia between 1961 and 1993. His study took two separate approaches. He examined extremes of maximum and minimum temperatures by finding the 5 th, 50 th (median) and 95 th percentile values of daily temperature anomalies for each individual season during the period of record. He then examined the trends in these percentile levels over that period, combined into time series for six regions of Australia. He found that the temperature at each percentile level had risen in most regions and seasons, with the 5th and 50th percentiles increasing more rapidly than the 95 th percentile level, but that few of the changes were statistically significant.

He also examined changes in intraseasonal variability of temperature on a variety of timescales from 1 to 30 days, by calculating the differences in mean temperature between successive periods and examining trends in those values. He argues that the mean interdiurnal temperature differences reflect trends in high- and low-frequency temperature variability more accurately than do the standard deviation of daily temperature, because the latter measure does not distinguish adequately between variability on the low- (10-30 day) and high-frequency (1-5 day) timescales. He found few significant trends in any of these variables over the 1961-93 period, with small upward trends in the intraseasonal variability of daily maximum and mean temperatures at most timescales, and similarly small downward trends in the intrascasonal variability of daily minimum temperatures.

These results were incorporated in the more broad-ranging study of Karl et al. (1995a), which investigated intraseasonal variability in a similar manner in Australia, China, the United States and the former Sovict Union. In contrast with the Australian results, all three elements (maximum, mean and minimum) showed decreasing trends in intraseasonal variability at almost all timescales up to 10 days in the three northern Hemisphere countries, although only in the United States were the trends generally significant at the $99 \%$ level. However, variability at the 30-day and interannual timescale increased in the former Sovier Union, and downward trends in the United States were much weaker than they were at shorter timescales. Earlier studies of changes in temperature variability, such as those of Diaz and Quayle (1980) and van

Loon and Williams (1978), focused on changes in the interannual variability of mean monthly or seasonal temperatures.

Whilst Plummer's study may appear to follow very similar lines to those of this study, specifically Chapters 7 and 8, it is a more limited study in a number of respects. The most significant is that he confined his network to al set of stations that had been examined and found to be homogencous over his period of interest. Whilst this obviated the need to adjust data for any inhomogeneities, it did mean that the station network used was small and had uneven arcal coverage. It did not contain any stations from the Nothem Territory, northern South Australia or western Queensland (as no stations in those regions met the criteria for inclusion), and only included two from tropical Western Australia. Furthermore, stations were combined into regional averages as an arithmetic mean, which meant that areas of high station density were over-represented in the analysis (although the choice of regional boundaries took this into account to some extent). No additional sereening of data for short-period errors (as discussed in Chapter 3) was carried out over and above that routinely undertaken by the National Climate Centre. The other difference of consequence between the two studies lies in the choice of extremes to be analysed and the way in which they are calculated. This is discussed more extensively in Chapter 8.

Generalised indices of the occurrence of threshold events were considered by Ratcliffe el al. (1978), Nese (1993) and Henderson and Muller (1997). Each of these stadies catculated an index of extreme events as a number of days or months with the observation being nore than a certain number of standard deviations from the mean. Ratclifle et al. found no evidence of significant changes over the period from 1878 to 1978 in the frequency of extremes in the variables they studicd: monthly means of Central England temperature, England and Wales rainfall, and surface pressure over the Northern Hemisphere. Nese calculated the frequency of days in cach year between 1901 and 1986 with daily mean temperatures more than 1.5 standard deviations from the elimatological mean for 39 locations in the eastern United States. His paper focused on the nature of the fluctuations, and potential periodicity, of this time series, and did not consider its trend, nor did he distinguish between high and low extremes. An inspection of his data suggests a slight declining trend in his extremes index between 1901 and 1986. Henderson and Muller, in their study of the south-central

United States, defined an extreme day as one with a maximum temperature more than 1 standard deviation above the normal, or with a minimum temperature more than 1 standard deviation below. They found that there had been an increase in the frequency of cold days in this region, particularly in winter, and a weaker decrease in the frequency of warm days, most pronounced in autumn.

Jones et al. (1999) and Horton et al. (2001) examined the frequency of values above the 90 th percentile and below the 10 th percentile in the previously discussed daily Central England mean temperature (CET) series, extending from 1772 to 1996. They found that the frequency of days below the 10th percentile had decreased during the 20th century, especially since 1930, although Jones et al. (1999) caution that the frequency of extremes prior to the 20th century may be exaggerated as a result of changes in screen type. There was little change in the frequency of days above the 90th percentile. Jones et al. (1999) also presented time series of the frequency of days with daily CET above $20^{\circ} \mathrm{C}$ or below $0^{\circ} \mathrm{C}$, but did not discuss trends in these.

A number of results on threshold and extreme events for northern and central Europe were presented by Heino et al. (1999). Amongst their key results were that the frequency of minima below $0^{\circ} \mathrm{C}$ showed a negative frend between 1931 and 1995 at six of seven stations studied, with trends significant at the $95 \%$ level observed at two Swiss and two Czech stations. The three Finnish stations in the study showed nonsignificant trends (two negative, one positive). It was noted that the frequency of temperatures below a lixed threshold has different meanings at different stations; in warmer regions it reflected changes in winter temperatures, whereas in northern Finland (where virtually all days in winter, even in the mildest years, have minima below $0^{\circ} \mathrm{C}$, it was more representative of events in autumn and spring. They also found that at Divos, Switzerland, there was a marked shift in the entire frequency distribution of minimum temperature towards higher values in the warmest six-year period, as opposed to the coldest. This has been accompanied by a change from an approximately symmetric frequency distribution to one which is negatively skewed.

DeGaetano et al. (1994) and Cooter and LeDuc (1995) both consider trends in the frequency of threshold events in the northeastern United States. DeGaetano et al. found mixed results for most thresholds over the 1950-1992 period, except for the
frequency of minimum temperatures above $65^{\circ} \mathrm{F}\left(18.3^{\circ} \mathrm{C}\right)$ and $70^{\circ} \mathrm{F}\left(21.1^{\circ} \mathrm{C}\right)$, which exhibited a statistically significant increase over the period, especially in the southern part of the region (at the northern stations such events are rare in any case, possibly explaining the lack of a significant trend). Cooter and LeDuc found a statistically significant trend towards an carlier date of the last spring temperature below $0^{\circ} \mathrm{C}$ in most of the region.

Zhai et al. (1999) examined the frequency of various threshold events, and the trends of the highest and lowest air temperatures occurring in cach season, in China over the 1951-1990 period. They found that the lowest air temperature in each season showed an increasing trend over the period, with the largest increase ( $2.5^{\circ} \mathrm{C}$ over the 40 -year period) in winter and the smallest in summer. For the highest air temperature in each scason, no statistically significant trends were found, although slight decreases (peaking at $0.6^{\circ} \mathrm{C} / 40$ ycurs in summer) were found in summer and autumn. They also found a statistically signilicant decrease (level unspecified) in the frequency of minimum temperatures below $-20^{\circ} \mathrm{C}$ in northern China, and a slight decreasing trend in the frequency of maximum temperatures above $35^{\circ} \mathrm{C}$ over China as a whole, although an increase was observed in southern China.

An examination of the frequency of extremes at the monthly timescale was carried out by Itorton et al. (2001) This used monthly temperature anomaly data for the 1961-90 (standard normal) period interpolated onto a $5 \times 5$ degree grid to develop fields of the expected $2,5,10,20, \ldots, 90,95$ and 98 percentile anomalies globally. As 30 data points (one for each year) are insufficient to determine the highest and lowest percentile values empirically from the data, a two-parameter gamma distribution was fitted to the observed anomalies for each month at each grid-point. The authors, whilst noting that no one distribution is likely to be valid for all grid-points (in particular, the gamma distribution assumes unimodality) commented that the gamma distribution allows varying skewness. Checks of skewness and chi-square values showed that the Gaussian and gamma distributions fitted the actual distribution similarly well for annual data, but the gamma distribution was far superior for monthly data. A similar analysis was presented at the 1997 Asheville workshop by Jones et al. (1999).

Horton et al. also examined trends in the frequency of monthly temperature anomalies above the 90 th percentile (warm) or below the 10th percentile (cold). They found that the frequency of cold anomalies decreased sharply between 1900 and 1940, and the frequency of warm anomalies increased moderately over the same period. Following a period of relative stability between 1940 and 1980, both trends have resumed sharply since 1980. A seasonal breakdown found that the frequency of cold anomalies had decreased in all seasons, and that of warm anomalies has increased, with the trend in cold anomalies being stronger in all seasons. Once the overall trend in mean temperature was removed, the frequency of extremes at both ends of the scalc over land had decreased over the century, although they suggest that this may be a consequence of the decreasing variance of grid-point anomalies as a result of an increased number of stations contributing to each grid-point value after the carly years of the record.

Gruza et al. (1999) examine Russian data on both the annual and seasonal timescales. At the annual timescale, they found an increasing trend in the proportion of Russia reporting annual mean temperatures above the 80 th and 90 th percentile in any given year over the period 1901-1995, and a weaker decreasing trend in the propotion reporting annual mean temperatures below the 20 th and 10 th percentile. They aggregated these values into a Climate Anomaly Index (CAI), which was the sum of the area with annual or scasonal mean temperatures in the highest or lowest 10 percent of observations. This index shows an increasing trend for the year as a whole, and for the cold scason (October-April), but little change for the warm season (MaySeptember).

At the daily timescale, they examined trends in the frequency of maximum air temperatures above the 95th percentile (derived from data for the 1961-1995 period) and minimum temperatures below the 5th percentile for winter (December-February) and summer (June-August). The frequency of low minimum temperatures decreased at most stations in both seasons, particularly in winter, whilst high maximum temperatures increased in frequency at most stations, with particularly marked trends in summer in western and easterm Russia.

Manton et al. (2001) analyse data for southeast Asia and the South Pacific for the period from 1961 to 1998 , including the trends in frequencies of maximum and minimum temperatures above the (annual) $99^{\text {th }}$ percentile, and below the $1^{\text {st }}$ percentile. They found that increases in the frequency of extreme high maximum and minimum temperatures, and decreases in the frequency of extreme low maximum and minimum temperalures, were found with considerable consistency across that region.

In summary, the bulk of these studies have reported, in some form, a decrease in the frequency of cold extremes, particularly in the cold season. Results concerning the frequency of warm extremes are more mixed, although increases have been reported more widely than have decreases.

### 1.3.3. The statistical nature of the frequency of extreme temperatures

Many studies of the likely impact of a change in mean temperature on the frequency of extreme events have simply retained the existing shape of the frequency distribution and shifted, explicitly or implicitly, all daily temperatures by the amount of the assumed change in the mean. This was illustrated by Pitlock (1988), who stated that 'short-lived climatic extremes such as floods and droughts normally occur as part of statistical fluctuations about some average value', thereby implying that a change in the mean would shift extremes in the same direction in the absence of a change in the nature of the 'statistical fluctuations'. In the same volume, Salinger (1988), in an carly consideration of possible changes to threshold event frequency in Australasia, used a shifting of the frequency distribution to model the impact of a rise in mean temperature on the length of the growing season and the speed of crop maturation, using a total-degree-days model. He found that a $1^{\circ} \mathrm{C}$ increase in mean annual temperature in New Zealand would advance crop maturation time by $2-4$ weeks, thus extending the latitudinal and altitudinal limits for the growth of pasture and various crops. He also found that the frost-free season at various New Zealand sites would be lengthened by between 15 and 65 days for such a mean temperature increase, with the greatest lengthening at relatively warm sites with a low annual temperature range, such as those in the north of the North Island, and the least at interior sites in the South Island; he suggests that the sensitivity of the length of the frost-free season is likely to be less in a more continental climate. He does note that the actual change in
the length of the frost-free season will depend on both the change in mean annual minimum temperature and the change in temperature variance, but does not address this question quantitatively. On a larger scale, Hansen et al. (1981) assumed that the frequency of extreme temperatures could be estimated by shifting the existing frequency distribution by the model-estimated change in mean temperatures.

A more recent study of this type was carried out by Hennessy and Pittock (1995). They assessed the impact of various warming scenarios for the state of Victoria, derived from a regional general circulation model (GCM), on the frequency of threshold temperature events. Like Salinger, they recognised that the use of a meanshifted frequency distribution was an oversimplification, but used it nonctheless. They found that under the GCM's 'low warming' scenario, the expected frequency of summer maximum temperatures above $35^{\circ} \mathrm{C}$ increased by more than $25 \%$, while a decrease exceeding $25 \%$ was found in the frequency of winter minimum temperatures below $0^{\circ} \mathrm{C}$. The frequency of runs of hot or cold days was less affected under this scenario, with the frequency of runs of five consecutive days exceeding $35^{\circ} \mathrm{C}$ in northern Victoria increasing by about $20 \%$, and that of five consecutive days below $0^{\circ} \mathrm{C}$ decreasing by $20 \%$ in western Victoria and $25-40 \%$ in the north-east highlands. They note that, with the use of static thresholds, results vary considerably between stations.

The first major studies to examine, in detail, the influence of changes in the nature of the temperature regime, other than changes in mean temperature, were those of Mearns et al. (1984) and Katz and Brown (1992), Both examined the probabitity of extreme high temperatures in the midwestern United States. Mearns et al. cxamined the probability of fuly maximum temperatures exceeding $35^{\circ} \mathrm{C}$ at four stations in that region, concentrating on the probability of three types of event: that of the maximum temperature on any given day exceeding that value, that of at least one run in a given July of at least five consecutive days with maxima excceding that value, and that of at least five days in a given July (not necessarily consecutive) having maxima exceeding that value. They used a first-order autoregressive (AR(1)) process to generate a synthetic time series of daily maximum temperature, with the parameters (the mean, standard deviation and lag-1 autocorrelation of July daily maximum temperatures at each station) being determined from station data. The parameters of the $\operatorname{AR}(1)$ process
were then varied to model the impact of possible climatic changes on the frequency of the three events they were considering. It should be noted here that, as the authors point out, the mean and standard deviation of real data can be transformed relatively easily by a shifting and transformation of the time series, but autocorrelation cannot be readily altered in this way - hence their use of a synthetic time series. The use of an AR(1) process to model daily temperatures is discussed further in Chapter 6.

They considered a wide range of scenarios of changes in mean temperature, its variance and autocorrelation. As an example, they found that a $3^{\circ} \mathrm{F}\left(1.7^{\circ} \mathrm{C}\right)$ increase in mean maximum temperature, with the variance and autocorrelation held constant, would lead to the probability of five or more consecutive days exceeding $35^{\circ} \mathrm{C}$ at Des Moines increasing to approximately three times its current value. They also found that the frequency of such events was highly sensitive to changes in the variance and autocorrelation, with various seenarios resulting in increases to between two and six times present levels.

Katz and Brown (1992) present a statistical model for climate change which defined the probability distribution of a climate variable in terms of a location and scale parameter (in a normal distribution, these will be the mean and standard deviation respectively). They found that the sensitivity of an extreme event (defined in terms of the exceedance of a theshold) to changes in the scale parameter, relative to the impact of changes in the localion parameter, increased as an event became more extreme.

They apply this theoretical result to the time series of July daily maximum temperature at Des Moines (the same data sel analysed by Mearns et al.). They lind that, assuming a nomal distribution, an increase of $0.5^{\circ} \mathrm{C}$ in mean maximum temperature increases the probability of a day's maximum temperature exceeding $38^{\circ} \mathrm{C}$ by $35 \%$, while an increase of $0.5^{\circ} \mathrm{C}$ in the standard deviation increases that probability by $71 \%$. These results were found to be representative of those oblained by a change in the paramcters of an $\operatorname{AR}(1)$ model, of the type used by Mearns et al., and they use these results to argue for the importance of the consideration of changes in climatic variability as part of any consideration of climatic change. Tarleton and Katz (1993) and Katz (1993) apply the concept of temperature changes being represented by both changes in the mean and changes in the standard deviation to two
specific examples - the way in which temperature changes spatially over a region and changes over time with the development of an urban heat island - and find it to be a satisfactory model for the observed changes.

Wagner (1996) applied this model to data for Potsdam, Germany. He assumed for the purposes of his study that daily maximum and minimum temperature were normally distributed (although, in testing this, he found that such an assumption underestimated the number of days with maxima above $30^{\circ} \mathrm{C}$ and over-estimated the number of days with maxima below $0^{\circ} \mathrm{C}$ ). He determined trends in the mean and standard deviation of daily temperature by breaking the time series up into 5 -year segments and separately calculating the mean and standard deviation of the temperatures for each month of the year within those 5 -year period. Using this, he found that mean temperature showed a warming trend in all scasons, while the standard deviation showed an increasing trend in summer, but a decreasing trend in winter. This was consistent with his observed trends towards more hot days in summer and fewer frosts in autumn.

The relationship between mean and extreme temperatures has been investigated by several authors. Vedin (1990) compared the length of the growing season, and the frequency of summer frosts, at Karestando in northern Sweden between a decade with warm annual mean temperatures in the region (1931-40) and a colder decade (1979-88). Despite a $1.5^{\circ} \mathrm{C}$ decrease in mean annual temperature (and a $1^{\circ} \mathrm{C}$ decrease in mean summer temperature) in the latter period, there had been a slight increase in the length of the growing season and littie change in the frequency of summer frosts.

Rebetez and Beniston (1997) compared the frequency distribution of daily minimum temperatures in the warmest and coldest 5-ycar periods of the century at various sites in alpinc Switzerland. They found that the extremes, defined as the lst and 99th percentile of daily minima (over the year as a whole), had shown a stronger response than the observed trend in the mean annual temperature, particularly for the high extreme. They suggest that this is consistent with the results for the gridpoint centred near Zurich for a doubled- $\mathrm{CO}_{2}$ climate in a general circulation model.

Balling and Idso (1990) compared trends in the frequency of extreme high summer temperatures (defined as daily maximum temperatures more than two standard deviations above the seasonal mean maximum temperature) with trends in mean temperatures, over the 1948-1987 period, at two groups of stations in the United States; a set of 17 stations which exhibited a warming trend in mean summer temperatures of greater than $1.5^{\circ} \mathrm{C}$ over this period, and a set of 10 stations which exhibited a cooling trend of greater than $1.5^{\circ} \mathrm{C}$. They found that both sets of stations (those which have cooled and those which have warmed) showed an increase in the frequency of extreme high temperalures, with 3 of the 17 'warming' stations and 2 of the 10 'cooling' stations showing increases significant at the $95 \%$ level, and the 'cooling' stations exhibiting a greater overall increase in the frequency of extreme high temperatures. They argue that this result shows that there is no discernable relationship between trends in mean temperature and trends in the frequency of extreme high temperatures. They did not consider possible relationships between trends in mean maximum temperatures and the frequency of extreme high temperatures (although they did note that, averaged over the continental United States as a whole, mean maximum temperatures showed a different trend to that of mean minimum temperatures), nor did they make any explicit consideration of the homogencity or quality of the station data that they used. This is a particularly significant point in light of their method of station selection; a station with a large inhomogeneity is likely to display a large (artificial) trend in their mean temperature, and is therefore disproportionately likely to be included in the sel of stations with the Hargest absolute trends. lurthermore, as will be discussed in Chapters 3 and 4, an inhomogencity may affeet maximum and minimum temperatures, or different pats of the frequency distribution of maximum and minimum temperature, differently.

Batling et al. ( 1990 ) also undertook a study on a more local scale, investigating the relationship between seasonal mean temperatures and the frequency of maximum and minimum temperatures exceeding (or falling below) certain thresholds at Phoenix, Arizona in the July-August period. (In effect, the implied extrapolation to climate change in the paper is using anomalously warm months in the present climate to simulate average months in a warmer climate - an approach which will be discussed further in Chapters 6 and 7). They found that the frequency of the exceedance of high thresholds was positively correlated, and the frequency of exceedance of low
thresholds negatively correlated, with the seasonal mean temperature, but that the magnitude of the relationship, especially for maximum temperatures, was weaker than would be expected from simply shifting the frequency distribution by a given increment of change in mean temperature. Again, this study did not address the possibility of differential relationships between mean maximum and minimum temperatures, and the frequency of threshold events. An implied extrapolation of a different type was carried out by Brown and Katz (1995), who argued that stations in a warmer part of a region under the present climate could be used as an analogue for those in a cooler part under a warmed climate, using high maxima in the midwestern United States and low minima in the southeast as examples.

In addition to the previously discussed work of Tattelman and Kantor (1976a, b), Essenwanger (1963) and Hinds and Rotenberry (1979) both attempted to derive regression relationships between mean monthly temperatures and extremes. Essenwanger compared the mean annual extreme maximum and the mean daily maximum temperature of the warmest month at a wide variety of stations globally with a mean annual extreme maximum exceeding $40^{\circ} \mathrm{C}$; Hinds and Rotenberry compared the highest maximum and mean maximum, and lowest minimum and mean minimum, for each month over a $2-3$ year period at 'several' locations within a topographically diverse $300 \mathrm{~km}^{2}$ experimental site in Washington state (USA). Both found strong corrclations between their extreme and mean variables, with Hinds and Rotenberry finding a stronger relationship for maximum that for minimum temperatures.

Changnon and Lalley (1994) investigated the correlation between mean monthly and mean daily maximum temperatures for the summer season on one hand, and the total number of days, and the length of the longest run of consecutive days, with maxima above $32^{\circ} \mathrm{C}$, on the other hand, for the southeastern United States. They found that the mean daily maximum temperatures were more highly correlated with the frequency of high maxima than the mean monthly temperatures were, and that the correlations of both were stronger with the number of hot days than with the length of the longest run of consecutive hot days.

Salinger (1997) developed regression relationships between mean monthly (or annual) maximum and minimum temperatures and the number of days with maxima exceeding $30^{\circ} \mathrm{C}$ and minima below $0^{\circ} \mathrm{C}$ at a network of stations in New Zealand. He found that, using these regression relationships, a $1^{\circ} \mathrm{C}$ increase in mean annual minimum temperature led to a decrease of between 7 and 25 days per year in the number of days below $0{ }^{\circ} \mathrm{C}$, with the greatest sensitivity in the interior of the South Istand. A weaker relationship exists between mean annual maximum temperature and the frequency of maxima above $30^{\circ} \mathrm{C}$, due in part to the low frequency of such days at any of the sites studied. Although he did not undertake a detailed analysis of trends in the frequency of threshold events across New Zealand, results from four sample stations suggested a decrease in the frequency of minima below $0^{\circ} \mathrm{C}$ since 1950 , and a slight increase in the frequency of maxima above $30^{\circ} \mathrm{C}$.

### 1.3.4. Model experiments and extreme temperatures

Until very recently, there has been a patucity of work carried out in attempting to use the output of general circulation models (GCMs), which have been used very extensively to estimate likely changes in mean temperature (IPCC, 1995), to estimate the likely occurrence of extreme temperatures. Models vary considerably in their assessment of likely changes in temperature variability with increasing $\mathrm{CO}_{2}$ concentrations, although Mechl el all (2000) note that most simulations project larger changes in mean temperatures than in their standard deviations. Whetion (pers. comm.) noted that experiments involving the intercomparison of different models. which ate commonplace in the assessment of likely changes of mean temperatures, are, so farr, very limited in the case of extremes.

The papers in this lield adopt various approaches. Brinkmann (1993) takes as his starting point the likelihood that different air masses will respond in different ways to climate change forecd by an increased atmospheric concentration of carbon dioxide. Using daily temperature and humidity data output from a GCM for the present climate ( $1 \times \mathrm{CO}_{2}$ ) and a climate with a doubled level of carbon dioxide ( $2 \times \mathrm{CO}_{2}$ ), and defining air mass occurrence for a location in the north-central United States by means of the location of ridging at the 700 hPa height, he found that northerly flow in December was $7.7^{\circ} \mathrm{C}$ warmer in the $2 \times \mathrm{CO}_{2}$ climate than it was in the $1 \times \mathrm{CO}_{2}$
climate, but southerly flow was only $2.3^{\circ} \mathrm{C}$ warmer. This would imply a marked decline of temperature variability.

Takle and Bian (1993) did not examine extreme temperatures directly, but instead examined the mean, standard deviation and autocorrelation of daily maximum and minimum temperatures at six GCM gridpoints in the US Midwest, then used the statistical model of Mearns et al. (1984) to estimate the impact that the modelled changes in these would have on the frequency of various extreme temperature events at specific stations. They found that, over the region they were studying, July maximum temperatures in the $2 \times \mathrm{CO}_{2}$ climate showed an increase in mean of $6.1^{\circ} \mathrm{C}$, an increase in standard deviation of $0.66^{\circ} \mathrm{C}$ and an increase in autocorrelation of 0.13 compared with the modelled $1 \times \mathrm{CO}_{2}$ climate. This led, as would be expected from the results of Mearns et al. (1984), to a marked increase in both the expected frequency of extreme high temperatures at various thresholds, and the expected length of runs of days above certain thresholds. A similar study, with broadly similar rcsults, was carried out for nine Canadian stations by Colombo et al. (1999).

Mearns et al. (1990) examined the behaviour of temperatures at GCM gridpoints in the central United States. Their analysis was confined to a direct examination of the GCM results, using the interannual variability of monthly mean temperature and the daily variability of temperature. Their results were mixed, with increases in variability at some gridpoints and decreases at others.
7.wiers and Kharin (1998) used GCM data to simulate the expected 10-, 20- and 50year return period temperatures, using Gumbel analysis on annual extremes, and the expected frequency of threshold events, for various model gridpoints over Canada. They found more response for low minimat than high maxima in the $\left(2 \times \mathrm{CO}_{2}\right)$ climate compared with the $\left(1 \times \mathrm{CO}_{2}\right)$ climate, with the return period temperatures for low minima increasing by a mean of $5.0^{\circ} \mathrm{C}$ compared with those for high maxima, which increased by a mein of $3.1^{\circ} \mathrm{C}$. (By comparison, annual mean temperatures in this model increased by $3.5^{\circ} \mathrm{C}$ ).

McGuffie et al. (1999) used five separate models to estimate changes in the return periods of certain temperature events, noting that the models differed widely in their
ability to accurately simulate extremes in the present climate. They found that, in the $2 \mathrm{XCO}_{2}$ climate, the frequency of warm extremes increased, and the frequency of cold extremes decreased, consistently across the five models, but they differed considerably in the regional distribution of the greatest and least warming. They note that evaluation of local extremes from models requires either downscaling to nested models, or the development of GCMs with very much higher resolution.

Hennessy el al. (1998) use a nested regional model to develop scenarios of climate change for New South Wales. They include an assessment of changes in extreme temperatures in this, concluding, from gridpoint results (on the 60 -kilometre grid that they used) that the frequency of minimum temperatures below $0^{\circ} \mathrm{C}$, averaged over New South Wales, is expected to fall by approximately $50 \%$ by 2050 . Whetion et al. (2000) reached a similar conclusion (by similar methods) for Victoria, as well as estimating a likely increase in the frequency of maximum temperatures above $35^{\circ} \mathrm{C}$ of $40 \%$ in northern Victoria and $100 \%$ in southern Victoria, although they note that their model has a warm bias in simulating the present summer climate over Victoria.

### 1.4. Summary

The study of extreme temperature events is becoming an increasingly active field, with a proliferation of publisthed material appeating since 1995. Current research is proceeding in three principal directions: the development and rehathilitation of historical data sets (including metadata), the production and analysis of indices of extreme temperature oceurrence, and the development of scenarios of changes in the likely frequency of extreme events derived from the output of climate models.

This thesis will concentrate on the first two areas, commencing with the development of a high-quality daily data sel, something which is not known to have been carried out previously, and continues with the analyses of changes in the observed frequency of extremes.

## Chapter 2

## Data Availability and Station Selection

### 2.1. Historical availability of temperature data in Australia

### 2.1.1. $\Lambda$ brief history of Australian temperature measurement

Temperature has always been something of a poor relation in Australian climatology. Rainfall has, historically, been the major prority in the climatological observing network. This is a natural response to Australia's climate, in which rainfall and its variability have been a critical limiting factor for agriculture, with temperature being of secondary importance. This is in contrast with the situation in much of North America and Europe, where the length of the growing season is largely determined by temperature and temperature measurements have received an accordingly greater priority. Rainfall observations have heen made on many farms for a century or more, but virtuatly none of these rural sites also made temperature observations. Only about $10 \%$ of the meteorological stations that have operated in Australia during its history have measured temperature, and, at many of these, the temperature measurements were not made as meticulously as those of rainfall (Torok, 1996).

The first temperature observations in Australia date from the arrival of the First Fleet in 1788 (Torok, 1996 ). White observations were made in a number of places at a number of times during the early years of European setlement, the first organised long-term record commenced in 1855, at Melbourne. These are the carliest temperature data in the Bureau of Meteorology's archives, apart from some brief records at a Hobart site in the 1840's. The observational network expanded gradually through the second half of the nineteenth century, with large numbers of stations being opened in individual colonics (as they were then) at certain times, oflen coinciding with the appointment of a particularly enthusiastic government astronomer or meteorologist, such as Henry Russell in New South Wales, Charles Todd in South Australia and Clement Wragge in Queensland.

The Commonwealth Bureau of Meteorology was founded in 1908. Meteorology became a federal responsibility at this point. This prompted a considerable improvement in the collection and archiving of data, with many stations having data in the Burcau's archives starting in 1908 or in the year or two after. (The existence of pre-1908 manuscript tecords from a number of the stations concerned (Clarkson, pers. comm.) suggests that this may reflect improvements in archiving data rather than the opening of stations). By 1910 there was a sufficient national coverage of data for it to be feasible to analyse temperature trends over Australia from that date, as Torok did in his 1996 study. The one major gap remaining was over the western interior. This remained until it was partially filled by the opening of stations at Giles (1956) and Rabbit Flat (1969), and significant data voids remain today over the eastern half of Western Australia and north-western South Australia.

Historically, much of the temperature network was based at Post Offices, although there was always a smattering of other sites, such as coastal lighthouses and pilot stations, experimental farms, private residences and prisons. The astronomical observatories in the state capitals were also the original observing sites in most of those cities. The Bureau of Meteorology started to establish its own range of staffed observing sites during the Second World War, as aviation (and the role of metcorology in its safe operation) hecame increasingly important. A number of additional Burcau-stalfed sites in remote areats, notably Woomera and Giles, were established in the late 1940's and 1950's to support rocket and nuclear tests.

### 2.1.2. Archiving and accessibility of historical temperature data

Many, although not all, of the temperature observations that have been made in Australia have been incorporated in the Burcau of Meteorology's digital archives in the form of monthly means. The main exceptions are in the period between 1957 and 1964 (inclusive), when much dita are missing, especially in the castem states. There are also some early data (e.g. the pre-1938 Winton record, which is referred to again in Chapter 5) which have not been incorporated in the archive, possibly because of the station receiving a low processing priority at the time.

The greatest difficulty which confronts a study of this type, which requires daily temperature data, is the limited availability of daily data in digital form. In general, digital daily data are only available since 1957, and in some cases (principally in New South Wales and Queensland) since 1965. Earlier data are generally only available for the state capitals (from the start of the record, except at Hobart and Perth where it commences in 1944 - although the pre-1941 Darwin Post Office data are of poor quality at times (Butterworth, 1993) and have not been used here) and for Burealu-staffed sites (which, as mentioned above, generally opened in the late 1930s and carly 1940s, although some have a break in observations following the end of the Second World War). The latter group of sites are particularly useful for this study, as most are located at arports outside urban areas, thereby minimising the impact of urbanisation, are stalfed by trained personnel, and have the longest readily-available daily records over most of the country.

Earlier datly temperature data exist only in paper form, and are spread between several archiving sites in the various states. A project is currently under way at the Bureau of Meteorology to digitise some of these data, but at present rates of progress it is likely to take many years to complete (Plummer, pers. comm.). Similar difficulties alfeet the accessibility of daily temperature data in many other countries (Easterling et al., 2000).

Fig. 2. 1 shows the number of available stalions with digital daily and monthly maximum and minimum temprature data in cadh year of the record. (Appendix B contains alisting of the exact number of stations with data in each year). A station is assumed to have data if there is all least one daily value, or monthly mean as appropriate, in the Burcau's digital database. Since 1994 monthly means have only been archived once a station's data have been quality-controlted; a backlog of data awaiting quality control (including some 19861991 data that were not processed until after 1994) accounts for the reduced number of monthly means available since 1986.
(Alt available daily ranfall data have been digitised - another reflection of the high priority that rainfall has enjoyed, relative to temperature, in the Australian climatological consciousness).

While the digitisation of all available historical data for the stations used was well beyond the scope of this study (the task would require several person-years in itself), a number of records were digitised, either as a part of other projects or in order to place the stations on a uniform footing (for example, 1957-64 data were obtained for the stations where the digital record commenced in 1965). Nevertheless, only in New South Walcs was a substantial amount of data available from prior to about 1940 outside the major cities.

### 2.2. The development of a station network

### 2.2.1. The philosophy of selecting a network for climate monitoring

Ideally, all portions of the globe would have meteorological stations with long, continuous, homogencous records spaced on a grid at regular intervals. In practice we have to make do with an imperfect sampling of the temperature field, through such stations and data as are available.

The Burcau of Meteorology (1995) has identified the characteristics of an ideal climate station as follows:

- very few problems throughou a history exceeding 100 years;
- a small tumover of enthusiastic and diligent observers who were responsible for adhering to internationally agreed standards in observation methods and instrumentation;
- alocation in an environment far away from urban influences such as multi-storcy buiddings and motor vehicle trallic, which may affect the local climate;
- few changes in its local environment, including nearby trees and buildings.

Three principal factors determine the suitability of a station for use in the analysis of historical climate events:

1. The amount of data available;
2. The quality of the data available, and their representativeness as a sample of the

Fig. 2.1. Number of stations with available digital daily and monthly temperature data

regional climate;
3. The availability (or lack thereof) of other climatic data in the region.

The criteria for judging stations based on these three general principles will depend how the data are being used. To give a simple example in the context of Australian temperature data, if there are two stations of equal data quality, one with monthly data From 1890 onwards and daily data from 1957 onwards, and the other with monthly and daily data from 1939 onwards, the former station is more suitable for studies involving the analysis of monthly data, the latter for daily data.

Two broad approaches can be adopted to the development of a station network. One approach is to use data from all stations which meet specified criteria of length and completeness of record, adjusted if necessary lo correct for inhomogeneilies; the other is to use a subset of the data selected on the basis of spatial representativeness, data quality or both. Torok (1996), in his study of long-lerm Australian temperature data, took the former approach, on the grounds that there were insufficient long-term data available to seleet only the high-çuality stations (see section 2.2.2.4). This approach was also followed by Karl et al. (1990) in the construction of the United States Historical Climatology Network, although they had the luxury of having sulficient stations to draw on to be able to set a high standard of record Iength (80 years or greater) and still have in excess of 1200 stations meeting that standard.

In contrast, Laveryet al. (1992), in their sudy of Australian rainfall, with its large number of a vailable records, were able to be selective over parts of the continent, and use only the highest-quality records from those regions. A selective procedure is also being used in the selection of stations for the WMO Global Surface Network (Peterson et al., 1998a), with the use of an objective algorithm to measure the quality of stations.

### 2.2.2. Existing climate networks

There have been networks developed previously for the detection of climate change in general, and temperature changes in particular. These networks include:

- The Reference Climate Station (RCS) network
- The Plummer network of 40 stations
- The Australian part of the global network compiled by Jones et al. (1986c)
- The Torok network of pre-1910 Australian temperature stations

While all of these networks were established in order to analyse historical trends in climate, each of the last three have a particular emphasis, as a result of the way in which the networks were chosen. The Plummer network contains stations with a high quality of recent data, the Jones network contains stations whose data have been exchanged internationally, and the Torok network contains stations with long records.

These networks will now be described in detail. The stations included in cach network are listed in Appendix B.

### 2.2.2.1. The Reference Climate Station network

This is an official network selected by the Burcau of Meteorology, in response to a request made by the World Meteorological Organization in 1990 for its member nations to identify a network of recommended reference chimate sites. A reference climate station has the foltowing definition (Bureau of Metcorology, 1995):
> "A chmatological station, the datt of which are intended for the purpose of determining chimatic tronds. This requires long periods (not less than thiry years) of homogeneots records, where hamon-influcnced environmental changes have been andlor expected to remain at a mininum. Heally the records shonld be of sufficient length to enable the identification of secular (over time) changes of climate."

In Australia, the Bureau of Meteorology selected stations which had long records and had been subject to few changes in exposure and measurement techniques, with preference being given to stations which had had few moves, were not affected by urbanisation and had a reasonable likelihood of not being moved or closed in the foreseeable future. The
need for good spatial coverage also led to the inclusion of a number of stations which did not have 30 years of available records.

The maintenance of the Reference Climate Station network has been given a high priority by the Bureau, with a station's status as a Reference Climate Station carrying considerable weight in decisions on rationalising station networks, maintaining parallel observations where there has been a site or instrument change and other changes potentially allecting the stations.

A number of sites have also been designated as secondary Reference Climate Stations. These do not have RCS status but have the potential to be drawn on should an existing Reference Climate Station in the region be forced to close. As an example, the station at Wittenoom is likely to close in the near future as a result of the near-total depopulation of the setlement and the withdrawal of services from it; in this cvent, Marble Bar will probubly replace it in the RCS network.

101 Reference Climate Stations have been designated by the Bureau (including four on offshore islands and three in Antarctica). Of these, six did not have thirty years of record at the time of delining this data set:

- Leamonth (1975)
- Cove ( 1960 , but with 12 years' missing data)
- Tindal (1985)
- Rabbit Ilat (1969)
- Cape Grim (1985)
- Liawence (1985)

The four of these with the shortest records (Gove, Tindal, Cape Grim, Liawence) were not considered further for inclusion in this study.

Fig. 2.2 shows the locations of the Reference Climate Stations with 20 years or more of
record.

### 2.2.2.2. The Plummer 40 station network

This is a network of 40 stations for which mean monthly maximum and minimum temperatures satisfied homogeneity tests for the period 1961 to 1995 (Plummer et al., 1999). This was a subset of a 92 -station network used by Plummer et al. (1995), using the same general principles for station selection as was described above for the choice of Reference Climate Stations. (As might be expected, most of these 92 stations were also Reference Climate Stations).

The locations of the stations are given in Fig. 2.3.

The 40 stations failed to show any inhomogeneities for mean monthly maximum and minimum temperatures in the 1961-1995 period, using the bivariate test of Maronna and Yohai (1978). A consequence of this selection criterion is that the geograpphical coverage of the stations is incomplete, as there were a number of large regions in which no station satisfied this test. Of the 40 stations, there are none in the Northern Terrilory, one in Tasmania and two in South Australia. Nevertheless, as part of a larger network, it provides a strong indication as to which stations can be considered as being of high quality over that time period, which corresponds fairly closely with the principal time period (1957-1996) of interest to this study.

### 2.2.2.3. The Jones et al. network

This is the Australian part of the global network of stations described by Jones et al. (1986c). The principal criterion for selection in this network was that at least 20 years of data for the station concerned were available in the volumes of World Weather Records (c.g. U.S. Weather Bureau, 1965). This will be a subset of the full Australian data set, as not all Australian stations reported internationally.

The locations of the stations are given in Fig. 2.4.

Fig. 2.2. Locations of Reference Climate Stations in Australia


Fig. 2.3. Locations of the 40 stations used by Plummer et al. (1999)


Fig. 2.4. Locations of the stations used by Jones et al. (1986c)


Fig. 2.5. Locations of the 224 stations used by Torok (1996)


A homogeneity assessment was carried out on the stations, using neighbouring stations (from the sparser World Weather Records network, not the full Australian network) and station history information (again, only a subset of the information that could potentially be used). Stations with discontinuities at one or more identifiable points in time were retained in the analysis, but those with trend inhomogeneities (e.g. due to urbanisation) were discarded

While the selection process for these stations does not add any significant information on station quality to that already available for Australia through more detailed analyses of station histories and data homogeneity, particularly that of Torok (1996), it does provide an indication of those stations which are being used in analyses of the global climate, which is a relevant consideration in settling on a final set of stations.

A new global data set which is in the process of being developed is the GCOS Surface Network (GSN), a project of the World Metcorological Organization (Peterson et al., 1997). It will be of interest in the future, as it is likely to form the basis of routine global climate analysis, given its 'official' status. The final list of stations to be included in the GSN had not, however, been determined at the time of determining the data set for this study, although it has now (htlp://www.wmo.ch/web/gcos/gsnlist.htm).

### 2.2.2.4. The Torok network

This network, deseribed in Torok (1996), included all stations in Australtia that commenced temperature records prior to 1915 and were still open in 1985. This includes a number of composite records where overlapping data were available from two or more stations in the same gencral area. A total of 145 stations satisfied this criterion individually, and a further 79 as composite records. (It is worth noting that a station was considered a composite record if it included two or more records with different station numbers as allocated by the Bureau of Meteorology; it was quite common for stations to move substantially without changing station number). The locations of the stations are listed in Fig. 2.5.

All stations meeting the data availability criterion were included in Torok's analysis, because of a lack of high-quality data. He did, however, rate all his stations on a scale of 1 to 5 , based on a subjective assessment of the state of the site, the diligence of the observers and the number of changes that had occurred through the record. The rating applies to the entire period of the record; there are some stations which rate poorly over the record as a whole but are good for some parts of the record.

In the context of this study, the main purpose of the Torok network is to provide an indication of station quality (through the subjective ratings) and which stations have longterm records. While the existence of long-term records is not critical for this study, in which the major constraint on the period of record used is the availability of daily digital data rather than the overall length of record, if a station does have long-term datia and is included in the network, it allows this study to be extended backwards in time without changing the station network should older daily data become available at some time in the future.

### 2.3. The choice of a station network for this study

The Reference Climate Station network was used as the initial basis for the station network in this study. This provides a good initial set of stations, to which modifications can be made as necessary. While it would have been possible to include atl Reference Climate Stations, it was considered appropriate to exclude some from the data set, on the grounds that they had insulficient data, poor recent data or duplicated other stations in the RCS network.

The principal criteria used in selecting stations were the length of daily digital data available (with 20 years being an absolute minimum), the quality of the data (either as determined by Plummer and/or Torok, or by a station's standing as a RCS), and achieving the broadest possible geographical coverage. The length of monthly data available was a secondary consideration.

A total of 16 Reference Climate Stations were not included in this study. Four (Gove, Tindal, Cape Grim and Liawenee) were excluded because they did not have 20 or more years of data available, two (Rottnest Island and Liverpool) because of substantial missing data in the last few years, and one (Mount Isa) because of a major station move towards the end of the record. The other nine stations were discarded because they were considered to be sufficiently close in distance and similar in climate to other sites in the network to be surplus to requirements. Of these nine stations, seven were not in either the Plummer or Jones network (the exceptions being Gladstone, which duplicated Bundaberg and Rockhampton as central Queensland coastal stations, and Cape Nelson, which duplicated Cape Otway as a western Vietorian coastal station and was also close to, although some what more exposed than, Mount Gambier), and three had digital daily data commencing in 1964 or later.

Thursdiay Island was included, even though it is now closed, as it only closed in 1995 and no other record of any Jength exists from the Torres Stratit islands. It may, in the future, be possible to continue the record using data from Hom Island, 10 kilometres away.

Twenty-fivestations were then added to the network. These were chosen on the following basis:

Capital cities: The six state capital city sites were added to the network because of the lengeth of their records and the potential interest of the statistical nature of changes in their climate, evenif they are urbanisation-induced. These stations were excluded from certain parts of the analysis where it was considered desirable to exclude data which might be subject to an artificial warming trend.
Stations from the Plummer/Jones networks: Thirty stations were included in cither the Plummer of Jones networks which were not Reference Climate Stalions. (Fifteen of these were in Queensland). These stations were examined to determine whether they would add useful information to the network, by substantially improving its geographical coverage, sampling a climatic type which was underrepresented in the Reference Climate Station network, or including a station identified by Torok as having a long, high-quality record. 15 stations were added on this basis. Barcaldine was also added, despite its apparent
duplication of nearby Longreach (a Reference Climate Station), because of problems with Longreach prior to its 1966 conversion to a Meteorological Office.

Other stations to fill gaps: After the first two steps three substantial data-void areas remained; the eastern interior of Western Australia, the northern inland Northern Territory, and inland Tasmania. There were no stations available to fill the gaps in Western Australia. Victoria River Downs was chosen from the Northern Territory, despite concerns about its quality at times, as it was the only station in the region with continuous records since 1965. Two stations were chosen from inland Tasmania; Launceston Airport to represent the low-elevation areas, and Butlers Gorge to represent the high-elevation areas. Butlers Gorge closed in 1993, but the only currently open station in the region with 20 years or more of data, Lake St. Clair, was rated as being of very poor quality, prior to a 1988 move, by the Tasmania and Antarctica Regional Office of the Bureau of Meteorology (Shepherd, pers. comm.). The loss of three years of data at the end of the record is not a major problem for this study, but an alternative station will need to be found (or Butlers Gorge reopened) if this network is to be used for ongoing climate monitoring. The Reference Climate Station in the region, Liawenee, is 55 kilometres away, too far to be a realistic composite station in such a mountainous region.

A full listing of the stations chosen is given in Table 2.1a, and a map of their locations in Fig. 2.6. Further details of the stations, including opening and closing dates and the populations of any urban centres with which they are associated, are given in Table 2. Ib.

The station network derived has good coverage of most of Australia during the principal period of interest in this study, between 1957 and 1996. There is a substantial data void over castern Western Australia which is likely to remain for the foresceable future, whilst some of the Northern Territory records used commence after 1957. The other significant shortcoming of the data set as it has been defined here is the limited amount of highquality data from high elevations (above 500 metres in Tasmania and 1000 metres elsewhere), with only Cabramurra (which opened in 1962) and Butlers Gorge (which closed in 1993) available for use. The network, as it stands, is suitable for ongoing climate monitoring. Should it prove feasible to extend the data set backwards in time with the digitisation of additional pre-1957 data, it may be necessary to reassess the station


| Station number | Station name | Latitude ( $\operatorname{deg} S$ ) | Longitude (deg E) | Altitude (m) | Station category | Station networks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1021 | Kalumburu | 14.17 | 126.38 | 23 | R | R |
| 2012 | Halls Creek AMO | 18.14 | 127.40 | 422 | A (ST) | R, I, P, T** |
| 3003 | Broome AMO | 17.56 | 122.14 | 7 | A (LT) | R, J, P, T** |
| 4032 | Part liedland AMO | 20.22 | 118.38 | 9 | A (1.T) | R, J, P, T* |
| 5007 | Learmunth AMO | 22.14 | 114.05 | 5 | R | R |
| 5026 | Wittenoom PO) | 22.14 | 118.20 | 463 | R | R, P |
| 6011 | Camarvon AMO | 24.53 | 113.40 | 4 | A (ST) | R, J, T* |
| 7045 | Meekatharra AMO | 26.37 | 118.32 | 517 | A (ST) | $\mathrm{R}, \mathrm{J}, \mathrm{P}, \mathrm{T}^{*}$ |
| 8039 | Dalwallinu P ${ }^{\text {O }}$ | 30.17 | 116.40 | 335 | R | R, P |
| 80.1 | (ieraldon AMO | 28.47 | 114.41 | 33 | A (LT) | R, P |
| 9021 | Perth Airport | 31.56 | 115.56 | 20 | A ( U$)$ |  |
| 9518 | Cape Lecuwin | . 34.22 | 115.08 | 14 | R | R, J, T |
| 4500 | Albany Town | 35.01 | 117.52 | 18 | L.'1 | R, T* |
| 9741 | Alhany $\triangle$ M $)$ | 34.56 | 117.48 | 68 | A ( LT ) | R, T* |
| 9541 | Sesperance PO | 33.51 | 121.53 | 4 | ST | $\mathrm{R}, \mathrm{P}, \mathrm{T}^{*}$ |
| 9789 | Esperance MO | 33.50 | 121.5 .3 | 25 | A (ST) | R, P, T* |
| 10035 | Cunderdin ${ }^{\text {P }}$ () | 31.39 | 117.14 | 236 | R | $\mathrm{R}, \mathrm{P}$ |
| 10648 | Wandering | 32.40 | 116.40 | 280 | R | $\mathrm{R}, \mathrm{P}, \mathrm{T}$ |
| 11004 | Forrest AMO | 30.50 | 128.07 | 156 | R | R, J, P |
| 11052 | Forrest AWS | 30.50 | 128.07 | 150 | R | $\mathrm{R}, \mathrm{J}, \mathrm{P}$ |
| 120.38 | Kalgortie AMO) | 30.47 | 121.27 | 30.5 | A. (I.T) | R, J, P, T* |
| 1.3017 | ( iiles MO) | 25.02 | 128.17 | 598 | R | R, P |
| 1401.5 | 1)arwin Airpost | 12.25 | 130.53 | 31 | A (LT) | R, J, T* |
| 14825 | Vecturia River Downs | 16.24 | 131.01 | 82 | R |  |
| 15087 | Fenmant (reck Po | 19.37 | 134.11 | 377 | ST' | R |
| 1.51 .3 .5 | 'l'wnant Creck MO | 19.38 | 134.11 | 375 | A (ST) | R |
| 1.5548 | Rabhit lilat | 20.11 | 130.01 | 340) | R | R |
| 1.5500 | Alice Springs MG) | 23.48 | 133.53 | 546 | A (LTT) | R, J, T* |
| 160001 | Wermera AMO) | 31.08 | 136.49 | 16.5 | A (S') | $\mathrm{R}, \mathrm{J}, \mathrm{P}$ |
| 16044 | F'arcoula | 30.42 | 134.35 | 119 | R | R |
| 10008 | Tarcental (news site) | . 30.42 | 134.35 | 123 | R | R |
| 170.31 | Matre Pr | 20.39 | 138.03 | 50 | R | R |
| 1704.3 | Oonchatdatta AWS <br> (fimmerly MO) | 27.34 | 135.26 | 113 | R | J |
| 17114 | Oendiniditua I'S | 27.32 | 135.26 | 120 | R | J |
| 18012 | (Ceduna AMO | 32.08 | 133.42 | 15 | A (S5) | R, J |
| 18076 | Pent limeohn ${ }^{\text {a }}$ | 3,4,43 | 135.51 | 4 | LT | T |
| 210140 |  | 33.47 | 138.13 | 103 | R | R, T |
| 32801 | ( apmerocal | 35.45 | 136.35 | 14.3 | R | $\mathrm{R}, \mathrm{T}$ |
| 33000 | Adelade (W.Terrace) | 34.56 | 138.35 | 40 | U | J, T** |
| 23060 | Adelade (Kent 'l'own) | 34.55 | 138.37 | 48 | U | J, $\mathrm{l}^{\prime *}$ |
| 23321 | V(tricsulpa | 34.28 | 139.00 | 274 | A (ST) | R, P ${ }^{\text {P }}$ |
| 23,37.3 | Nurioupa AWS | 34,29 | 139.00 | 275 | $\mathrm{A}(\mathrm{ST})$ | R, P |
| 20021 | Mount (ambier AMO) | 37.44 | 140.47 | 6.3 | $\wedge(\mathrm{LT})$ | $\mathrm{R}, \mathrm{J}, \mathrm{l}$ \% |
| 20020 | Rube I'() | 37.10 | 139.45 | 3 | R | R, T |
| 27022 | Thursdily lisland MO | 10.35 | 142.13 | 58 | A (ST) | $\mathrm{R}, \mathrm{J}, \mathrm{P}, \mathrm{T}^{*}$ |
| 27042 | Weipa Composite | 12.37 | 141.53 | 11 | ST | R |
| 2704.5 | Weipa MO | 12.40 | 141.55 | 20 | A (ST) | R |
| 28004 | Pilmerville | 16.59 | 144.04 | 204 | R | $\mathrm{P}, \mathrm{T}$ |
| 29004 | Burketown PO | 17.44 | 139.32 | 5 | R | R, P, T |
| 30045 | Richmond (Qld.) PO | 20.44 | 143.08 | 211 | R | R, T |
| 31011 | Cairns AMO | 16.53 | 145.45 | 3 | A (LT) | R, J, T** |

Table 2.1a. Final list of stations used in this study

| Station number | Name | Latitude (deg S) | Longitude (deg E) | Altitude (m) | Station category | Station networks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 32040 | Townsville AMO | 19.15 | 146.46 | 7 | A (L) | $\mathrm{R}, \mathrm{I}, \mathrm{P}$ |
| 33119 | Mackay MO | 21.07 | 149.13 | 30 | A (LT) | R, J, P, T |
| 34002 | Cherters Towers PO | 20.04 | 146.16 | 310 | ST | P, T** |
| 34084 | Charters Towers AP | 20.02 | 146.16 | 291 | A (ST) | P, T* |
| 36007 | Barcaldine PO | 23.33 | 145.17 | 267 | ST | P, T |
| 36030 | Longreach PO | 23.27 | 144.15 | 191 | ST | $\mathrm{R}, \mathrm{S}, \mathrm{T}$ |
| 36031 | Longreach AP | 23.26 | 144.16 | 192 | A (ST) | $\mathrm{R}, \mathrm{A}, \mathrm{T}$ |
| 37010 | Camooweal PO | 19.55 | 138.07 | 233 | R | T |
| 38002 | Birdsville PS | 25.54 | 139.20 | 46 | R | R |
| 38003 | Boulia PO | 22.55 | 139.54 | 156 | R | T |
| 39015 | Bundaberg PO | 24.52 | 152.20 | 14 | LT | P, T** |
| 39128 | Bundaberg AP | 24.54 | 152.19 | 30 | A (LT) | P, T* |
| 39039 | Gnyndah PO | 25.38 | 151.37 | 106 | ST | T |
| 39083 | Rockhampton AMO | 23.22 | 150.28 | 10 | A (LT) | $\mathrm{R}, \mathrm{J}, \mathrm{P}, \mathrm{T}^{*}$ |
| 40004 | Amberley AMO | 27.38 | 152.43 | 27 | A (U) | R, J |
| 40223 | Brisbane AP | 27.23 | 153.07 | 4 | A (U) | J, 'T'* |
| 40264 | Tewantin PO | 26.23 | 153.02 | 8 | LT | R, P |
| 40908 | Tewantin AWS | 26.23 | 153.02 | 6 | LT | R, P |
| 42023 | Miles PO | 26.39 | 150.11 | 305 | ST | R, T |
| 43034 | St. George PO | 28.02 | 148.35 | 201 | ST | R, P |
| 43109 | St. George AP | 28.03 | 148.36 | 198 | $\wedge(S T)$ | R, P |
| 44021 | Charleville AMO | 26.25 | 146.16 | 303 | A (ST) | $\mathrm{R}, \mathrm{J}, \mathrm{P}, \mathrm{T}^{*}$ |
| 45017 | Thargomindah PO | 24.59 | 143.49 | 129 | R | R, P |
| 46037 | Tiboobura PO | 29.26 | 142.01 | 183 | R | R, T |
| 46043 | Wilcannia PO | 31.34 | 143.22 | 76 | R | T |
| 48013 | Boarke PO | 30.05 | 145.56 | 106 | ST | T* |
| 48239 | Boarke AP | 30.02 | 145.57 | 107 | $\wedge$ (ST) | T** |
| 48030 | Cobar PO | 31.30 | 14.548 | 250 | ST | R, $\mathrm{T}^{*}$ * |
| 48027 | Cobar MO | 31.29 | 145.49 | 221 | A (ST) | $\mathrm{R}, \mathrm{J}$ * |
| 52026 | Walgett PO | 30.01 | 148.07 | 1.31 | ST | $\mathrm{P}, \mathrm{T} *$ |
| 52088 | Walgell AP | 30.02 | 148.07 | 13.3 | A (ST) | $P \cdot{ }^{\prime}$ |
| 53027 | Morce ${ }^{\text {P }}$ ( ${ }^{\text {a }}$ | 29.30 | 149.54 | 207 | $\overleftrightarrow{3}$ | $\mathrm{R}, \mathrm{T} \mathrm{l}^{\text {k }}$ |
| 53048 | Moree MO | 29.29 | 149.50 | 212 | A(ST) | R. ${ }^{\text {P**}}$ |
| 55024 | Gummedat Soil Coms | 31.01 | 150.16 | 307 | A (ST) | R, J ${ }^{\text { }}$ |
| 56017 | Inverell P'0 | 29.46 | 151.67 | 584 | 51 | R, T** |
| 56242 | Inverell (akw sile) | 29.47 | 151.67 | 582 | ST | R, $\mathrm{I}^{*}$ |
| 58012 | Yamba | 29.26 | 153.22 | 29 | A (ST) | R, 'J' |
| 59040 | Cofls I Iarbour MO | 30.19 | 153.07 | 5 | A (1.T) | R |
| 60026 | Port Macquarie | 31.26 | 152.55 | 7 | 1 T | R, T |
| 61078 | Williamtown | 32.47 | 151.50 | 9 | R | R |
| 61089 | Scone Sull Coms | 32.04 | 150.55 | 216 | A (ST) | $\mathrm{R}, \mathrm{T}$ * |
| 63005 | Bathurst ARS | 33.26 | 149.34 | 713 | A (LT) | $\mathrm{R}, \mathrm{T}$ |
| 65012 | Dubbo | 32.13 | 148.34 | 275 | LT | $\uparrow$ |
| 66062 | Sydney | 33.52 | 151.12 | 39 | U | J, T |
| 67033 | Rehmond AMO | 33.36 | 150.46 | 19 | A (LT) | R, $\mathrm{T}^{*}$ |
| 67105 | Richmond AWS | 33.36 | 150.46 | 19 | A (LT) | R, T* |
| 68034 | Jervis Bay | 35.05 | 150.48 | 85 | R | R, P, T |
| 68076 | Nowra RAN | 34.57 | 150.32 | 109 | A (LT) | R |
| 69018 | Moruya Heads | 35.55 | 150.09 | 17 | R | R, T |
| 70014 | Canberra AMO | 35.18 | 149.11 | 571 | A (U) | R |
| 72091 | Cabramurra | 35.56 | 148.23 | 1475 | R | R, P |

Table 2.1a (cont.). Final list of stations used in this study

| Station number | Name | Latitude (deg S) | Longitude ( deg E ) | Altitude (m) | Station calegory | Station networks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 72150 | Wagga Wagga AMO | 35.10 | 147.27 | 212 | A (LT) | $\mathrm{R}, \mathrm{T}^{*}$ |
| 73054 | Wyalong PO | 33.55 | 147.14 | 245 | R | R |
| 74128 | Deniliquin PO | 35.33 | 144.56 | 93 | S5 | R, T |
| 76031 | Mildura $\triangle$ MO | 34.14 | 142.05 | 51 | A (L, T) | $\mathrm{R}, \mathrm{T}$ * |
| 78031 | Nhill | 36.20 | 141.38 | 133 | ST | $\mathrm{R}, \mathrm{P}, \mathrm{T}$ |
| 80023 | Kerang [ ${ }^{2} \mathrm{O}$ | 35.44 | 143.55 | 78 | ST' | $\mathrm{P}, \mathrm{T}$ |
| 82039 | Rutherglen Research | 36.06 | 146.30 | 168 | A (ST) | $\mathrm{P}, \mathrm{T}^{*}$ |
| 84016 | Giabo fistand | 37.34 | 149.55 | 1.5 | R | T |
| 84030 | Orberst | 37.41 | 148.27 | 41 | ST | R |
| 85072 | Last Sale AMO | 38.00 | 147.08 | 5 | $A(1 . T)$ | R, $\mathrm{T}^{*}$ |
| 85096 | Wilsons Promontory | 39.08 | 146.25 | 89 | R | $\mathrm{R}, \mathrm{J}, \mathrm{T}$ |
| 86071 | Melbourne | 37.48 | 144.58 | 35 | U | J, 'I' |
| 87031 | Laverton AMO) | 37.52 | 144.44 | 18 | A(U) | R, T* |
| 90015 | Cupe Otway | 38.51 | 143.31 | 82 | R | $\mathrm{R}, \mathrm{P}, \mathrm{T}$ |
| 91057 | Low llead | 41.03 | 146.47 | 28 | R | R, T |
| 91104 | Launceston AP | 41.34 | 147.12 | 170 | A (LT) | J, T** |
| 92045 | Eddystone Point | 40.59 | 148.20 | 13 | R | R |
| 94010 | Cape Bruny | 43.29 | 147.08 | 55 | R | R |
| 94198 | Caps Bruny $\triangle W S$ | 4.3 .29 | 147.08 | 60 | R | R |
| 94029 | Hobart | 42.53 | 147.19 | 55 | U | J, ${ }^{\text {r }}$ |
| 94069 | Grove Research | 42.59 | 147.04 | 60 | R | R, P |
| 96003 | Butlers Gorge | 42.16 | 146.16 | 666 | R |  |

Table 2.1a (cont.). Final list of stations used in this study

## Explamation of symbols used in table

|  | Symbol | I:xplatation |
| :---: | :---: | :---: |
| Site | AM() <br> MO) <br> 1 ( $)$ <br> PS <br> $\mathrm{Al}^{\prime}$ <br> AWS <br> ARS | Aipport Meterological Ofice <br> Meteorolugical Oftice <br> Bust office <br> Pritice Stillinn <br> Airport <br> Automatic Weather statern Agricultural Research Station |
| Station <br> focation | $\begin{aligned} & \mathrm{R} \\ & \mathrm{SH} \\ & 1: 1 \\ & 11 \\ & \Lambda(S T) \end{aligned}$ | Rual site or in settement with population less than 1,000 <br> Small town (population 1,000-10,000) <br> Farge town (population $10,000-100,000$ ) <br> Majer urban centre (population greater than 100,000) <br> Airpont or similar site (e.e research farm) in vicinity of population centre. Symbol in parentheses indicates size of associated population ectate. Asports not associated with a population centre $>1,000$ (e.g. Forrest, Leamonth) are shown R. <br> All populations are ats of the 1906 Census. |
| Station networks | $\begin{aligned} & \mathrm{R} \\ & \mathrm{~J} \\ & \mathrm{~J}^{\prime} \\ & \mathrm{T} \end{aligned}$ | Relerence Climate Station <br> Station network used by Jones et al. (1986c) <br> Station network used by Plummer et al. (1999) <br> Station with long record as identified by Torok (1996) (* - as composite) |


| Station number | Station name | Year <br> upen | First digital datal | Ycar closed | Population of associated centre (Census) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 1954 | 1976 | 1996 |
| 1021 | Kalumburu | 1942 | 1957 |  |  |  |  |
| 2012 | Halls Creek AMO* | 1944 | 1944 |  | 370 | 767 | 1263 |
| 3003 | Broome AMO* | 1939 | 1939 |  | 1093 | 2920 | 11368 |
| 4032 | Port Ilectland AMO* | 1948 | 1948 |  | 895 | 11144 | 12846 |
| 5007 | Learmonth AMO | 1975 | 1975 |  |  |  |  |
| 5026 | Wittencrom PO | 1952 | 1958 |  |  | 962 |  |
| 6011 | Carnarvon $\mathrm{MO}^{*}$ | 1945 | 1945 |  | 1453 | 5.341 | 6.357 |
| 7045 | Meekatharai AMO** | 1950 | 1950 |  | 1100 | 829 | 1270 |
| 80.39 | Dalwallinu PO | 1956 | 1957 |  |  | 683 | 697 |
| 8051 | Geraldon AM$)^{*}$ | 1941 | 1941 |  | 8308 | 18773 | 25243 |
| 9021 | Perth Airport | 1944 | 1944 |  | 348.596 | 731275 | 1096829 |
| 9518 | ('arelecuwin | 1897 | 1957 |  |  |  |  |
| 9500 | Albany Town | 1880 | 19504 | 1965 | 826.5 | 13696 | 20493 |
| 9741 | Albany AMO | 190.5 | 1905 |  | 8265 | 13696 | 20493 |
| 9541 | biperance P ${ }^{\text {S }}$ | 188.3 | 1957 | 1969 | 1087 | 5262 | 8647 |
| 9789 | lisperane M() | 1969 | 1969 |  | 1087 | 5262 | 8647 |
| 10035 | Cunderdin $\mathrm{l}^{\prime}()$ | 1950 | 1957 |  |  | 756 | 715 |
| 10048 | Wandering | 1902 | 1957 |  |  |  |  |
| 11004 | Fibrest AMO) | 1946 | 1946 | 1995 |  |  |  |
| 11052 | Forrest AWS | 1993 | 1993 |  |  |  |  |
| 12038 | Kalgoorlie AMO* | 1939 | 1939 |  | 228.34 | 19041 | 28087 |
| 1.3017 | (iiles M0) | 1956 | 1956 |  |  |  |  |
| 14015 | Darwin Airjxal* | 1941 | 1941 |  | 8071 | 41374 | 70251 |
| $1+825$ | Victoria River Downs | 1905 | 1965 |  |  |  |  |
| 15087 | Cenmant (reek l'o | 1926 | 1957 | 1970 | 959 | 2236 | 3850 |
| 151.35 | Termand (reek MO) | 1969 | 1969 |  | 959 | 2236 | 3856 |
| 15548 | Rabbil liat | 1969 | 1969 |  |  |  |  |
| 15594 | Alice Springs Mo* | $19+1$ | 1941 |  | 278.5 | 14149 | 22488 |
| 160001 | Wermberit AMO | 1949 | 1949 |  |  | 2958 | 1349 |
| 16044 | Tiaremela | 1922 | 1950)+ | 1907 |  |  |  |
| 16098 | Tancman thew sile) | 1997 | 1997 |  |  |  |  |
| 1710:1 | Matice Po | 1939 | 1957 |  |  | 3.34 |  |
| 17114.3 | ()ochadatta AWS <br> (fomberly MC) | 1940 | 1940 |  |  | 229 |  |
| 17114 | Cochambata PS | 1985 | 1985 | 1991 |  | 229 |  |
| 18012? | ('edalai AMO)* | 19.39 | 1939 |  | 1953 | 2327 | 2599 |
| 181970 | Potat.inctha ${ }^{\text {P }}$ ( | 1922 | 1957 |  | 5871 | 10272 | 11678 |
| 21046 | Stawtown ${ }^{\text {S }}$ ( | 1925 | 1957 |  |  | 511 | 429 |
| 28801 | ( apue Buta | 1925 | 1957 |  |  |  |  |
| 2.3000 | Adelate (W, T'rrac) | 1887 | 1887 | 1979 | 4835.35 | 8.57196 | 978100 |
| 23000 | Adelande (Kent Tawn) | 1977 | 1977 |  | 48.3535 | 857196 | 978100 |
| 23.321 | Nuriostpa | 19.52 | 1957 |  | 1465 | 2808 | 3486 |
| 23.37 .3 | Nuriompa AWS | 1996 | 1996 |  | 1465 | 2808 | 3486 |
| 26021 | M1 (tambier AMO* | 1942 | 1942 |  | 103.34 | 19292 | 22037 |
| 26020 | Rolue P() | 1957 | 1957 |  |  | 490 | 816 |
| 27022 | 'ITurstay lstand MO** | 1950 | 1950 | 1993 |  |  |  |
| 27042 | Weija composite | 1959 | 1959 | 1994 |  | 2876 | 2200 |
| 27045 | Weipa MO) | 1992 | 1992 |  |  | 2876 | 2200 |
| 280044 | Palmerville | 1907 | 1957 |  |  |  |  |
| 29004 | Burketown P() | 1907 | 1957 |  |  |  | 220 |
| 30045 | Richmond (QId.) $\mathrm{P}^{(0)}$ | 1908 | 1957 |  |  | 881 | 733 |
| 31011 | Cairns AMO* | 1942 | 1942 |  | 21021 | 39305 | 92273 |

Table 2.1b. Stations used in study - opening and closing dates, city populations

| Station number | Station name | Year open | First digital data | Year closed | Population of associated centre (Census) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 1954 | 1976 | 1996 |
| 32040 | Townsville AMO* | 1940 | 1940 |  | 40485 | 78653 | 109914 |
| 33119 | Mackay MO* | 1959 | 1959 |  | 14764 | 31522 | 44880 |
| 34002 | Charters Towers PO | 1907 | 1957 | 1992 | 6960 | 7914 | 8893 |
| 34084 | Charters Towers AP | 1992 | 1992 |  | 6960 | 7914 | 8893 |
| 36007 | Barcaldine PO | 1913 | 1957+ |  | 1705 | 1443 | 1592 |
| 36030 | Longreach PO | 1907 | 1957 | 1973 | 3356 | 3354 | 3766 |
| 36031 | Longreach AP | 1966 | 1966 |  | 3356 | 3354 | 3766 |
| 37010 | Camooweal PO | 1907 | 1957 | 1997 |  | 322 | 258 |
| 38002 | Birdsville PS | 1954 | 1957 |  |  |  |  |
| 38003 | Boulia PO | 1888 | 1949+ |  |  | 272 | 24.3 |
| 39015 | Bundaberg PO | 1907 | 1957 | 1990 | 19953 | 31189 | 41025 |
| 39128 | Bundaberg AP | 1959 | 1959x |  | 19953 | 31189 | 41025 |
| 39039 | Gayndah PO | 1894 | 1957 |  | 1644 | 1643 | 1781 |
| 39083 | Rockhampton AMO* | 1939 | 1939 |  | 40676 | 50132 | 57770 |
| 40004 | Amberley AMO | 1941 | 1941 |  | 502353 | 892987 | 1291117 |
| 40223 | Brisbane AP | 1949 | 1949 |  | 502353 | 892987 | 1291117 |
| 40264 | Tewantin PO | 1949 | 1957+ | 1996 | 1766 | 5834 | 260.5.3** |
| 40908 | Tewantin AWS | 1996 | 1996 |  | 1766 | 5834 | 26053** |
| 42023 | Miles PO | 1908 | 1957 |  | 1193 | 1367 | 1187 |
| 43034 | St. George PO | 1938 | 1957+ | 1997 | 1698 | 2095 | 246.3 |
| 43109 | St. George AP | 1997 | 1997 |  | 1698 | 2095 | 246,3 |
| 44021 | Charleville AMO* | 1942 | 1942 |  | 4517 | 3802 | 3327 |
| 45017 | Thargomindah PO | 1938 | 1957 |  |  |  | 21.5 |
| 46037 | Tibooburra PO | 1910 | $1921+$ |  |  | 211 |  |
| 46043 | Wilcannia PO | 1881 | 1957 |  |  | 1023 |  |
| 48013 | Bourke PO | 1871 | 1957 | 1906 | 2642 | 35.34 | 2775 |
| 48239 | Bourke AP | 1994 | 1994 |  | 2642 | 3534 | 2775 |
| 48030 | Cobar PO | 1890 | 1957 | 1965 | 2223 | 3339 | 4.524 |
| 48027 | Cobar MO | 1962 | 1962 |  | 222.3 | 3339 | 4.524 |
| 52026 | Walgel PO | 1878 | 1957 | 1993 | 1.348 | 2253 | 1970 |
| 52088 | Watgelt AP | 1993 | 1993 |  | 1348 | 22.53 | 1970 |
| 53027 | Moree PO | 1879 | 1870)+ | 1960 | 5501 | 9.359 | 9270 |
| 53048 | Morce MO | 1964 | 1964 |  | 5501 | 9.359 | 9270 |
| 55024 | Cumnedah Soil Coms* | 1948 | $1959+$ |  | 5129 | 8688 | 8.315 |
| 56017 | Inverell $\mathrm{P}^{\text {O }}$ ) | 1907 | 1957 | 1997 | 7517 | 94.32 | 9.378 |
| 56242 | Inverell (new site) | 1995 | 1995 |  | 7517 | 94.32 | 9378 |
| 58012 | Yamba | 1877 | $1921+$ |  |  | 1049 | 4721 |
| 59040 | Cofls Harhour Mos | 1943 | 19.3 |  | 6214 | 12197 | 22177 |
| 60026 | Port Matcouatic | 1007 | $1921+$ |  | 4423 | 13.362 | 3.3769 |
| 61078 | Williamtown | 1942 | 1942 |  |  |  |  |
| 61089 | Some Soil Cons* | 19.92 | 1959+ |  | 3351 | 3424 | 3468 |
| 6.3005 | Bathurst ARS* | 1909 | $1909+$ |  | 16090 | 18589 | 26029 |
| 65012 | Dubbo | 1871 | 1957 |  | 12025 | 20149 | 30102 |
| 66062 | Sydney | 1859 | 1859 |  | 1863217 | 2765040 | 3276207 |
| 67033 | Richmond AMO* | 1939 | 1939 | 1994 | 9867 | 13340 | 21317 |
| 67105 | Richmond AWS | 1994 | 1994 |  | 9867 | 13340 | 21317 |
| 68034 | Jervis Bay | 1907 | 1921+ |  |  |  |  |
| 68076 | Nowra | 1955 | 1955 |  | 5981 | 15496 | 23823 |
| 69018 | Moruya Heads | 1876 | 1921+ |  |  |  |  |
| 70014 | Canberra $\mathrm{AMO}^{*}$ | 1939 | 1939 |  | 35584\# | 213055\# | 324932\# |
| 72091 | Cabramurra | 1962 | 1962 |  |  |  | 203 |
| 72150 | Wagga Wagga AMO* | 1942 | 1942 |  | 19243 | 32984 | 42848 |
| 73054 | Wyalong PO | 1950 | $1959+$ |  |  |  |  |
| 74128 | Deniliquin PO | 1858 | 1949+ |  | 4705 | 6865 | 7816 |

Table 2.1b (cont.). Stations used in study - opening and closing dates, city populations

| Station number | Station name | Year open | First digital data | Year closed | Population of associated centre (Census) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 1954 | 1976 | 1996 |
| 76031 | Mildura AMO* | 1946 | 1946 |  | 10971 | 14417 | 24142 |
| 78031 | Nhill | 1897 | 1951 |  | 2208 | 2124 | 1890 |
| 80023 | Kerang PO | 1903 | 1957+ |  | 3326 | 4022 | 3883 |
| 82039 | Rutherglen Research | 1913 | 1957+ |  | 1912 | 1325 | 1904 |
| 84016 | Gabo Island | 1877 | 1957 |  |  |  |  |
| 84030 | Orbost | 1938 | 1957 |  | 2215 | 2789 | 2150 |
| 85072 | East Sale AMO* | 1945 | 1945 |  | 6536 | 12111 | 13366 |
| 85096 | Wilsons Promontory | 1877 | $1890+$ |  |  |  |  |
| 86071 | Melbourne | 18.55 | 1855 |  | 1524062 | 2479225 | 2865329 |
| 87031 | Laverton AMO* | 1943 | 1043 |  | 1524062 | 2479225 | 2805329 |
| 90015 | Capce Oway | 1865 | 1957 |  |  |  |  |
| 91057 | Low llatd | 1895 | 1957 |  |  |  |  |
| 91104 | Latuncesten AP | 1939 | 1939 |  | 49310 | 63386 | 67701 |
| 92045 | Eddystore Point | 1957 | 1957 |  |  |  |  |
| 94010 | Capre Bruny | 1924 | 1957 |  |  |  |  |
| 94198 | C'ape Bruny AWS | 1997 | 1997 |  |  |  |  |
| 94029 | Ifobart | 1881 | 1944 |  | 95223 | 131524 | 126118 |
| 94009 | Girove Research | 1952 | 1957 |  |  |  |  |
| 96003 | Butlers Corge | 1944 | 1957 | 1993 |  |  |  |

Table 2.1b (cont.). Stations used in study - opening and closing dates, city populations
Symbols used in whe table:

* Amother station in the area (ustanly without digitad daty reconds) exists and could potentially be used as a ctmpusite to extend the data back in time.
$+\quad$ locludes data digitised manally as part of this and other projects that is not avaibabe throgh egular Bueau chatonels.
$x \quad$ Bandatrerg Aiport has data for $1059-71$ and 1990 onwards. The $1959-71$ datais used for comparison pupesses only.
4s Combined pepulation uf Tewantio-Nomsa.
\# Combined popuation of Conberit-Queanheyan.
 digitat archives. Some data exists lith prion to this date at a number of sations (notably Robe). There are breaks in the data at stace satiaris. All stations without a cosure date listed are currently open.
network (possibly using additional stations with data from 1908 or earlier to supplement the numerous Metcorological Office sites that opened between 1939 and 1950), and the coverage of central Australia will be more limited than it is with the present network.


## Chapter 3

## Some systematic issues influencing quality of daily temperature data in Australia

### 3.1. Introduction

Climate data are subject to numerous systematic inhomogeneitics. These inhomogencities, which are elahorated on in Chapter 4, include station moves, instrument changes, changes in site condition and local land use and changes in observation practices. A crucial aspect of the development of any high-quality temperature data set is the manner in which data are adjusted to remove these inhomogeneities from the climate record. This is a particular challenge in the case of daily data. A new technique for the adjustment of daily data is presented in section 3.2.

Two issues which have the potential to affect iemperature records in a systematic manner are changes in the time of observation, and the use of accumbated data after a missed observation. These are diseussed in sections 3.3 and 3.4 respectively.

### 3.2. Methods of producing composite daily temperature data sets from inhomogeneous data

Standard procedures for adjustments of mean temperatures in order to remove nonclimatic inhomogenctics have relied on the implicit assumption that, if two neighbouring stations have homogeneous records over some period of time, the difference in daily maximum (or minimum) temperature between then will be a constant for any day in a given month of the year. This implies that the difference in monthly means will be constant for that month from ycar to year. This assumption is inherent in works sweh as Barger and Nyhan (1960), Karl and Williams (1987), Torok (1996), Torok and Nicholls (1996), and has been built into software systems such as the THOMAS system used in Slovakia and Switzerland (Begert et al., 1998) and the MASH system developed in Hungary (Szentimrey, 1998), which has been widely
used in the development of indices of extreme climate events (e.g. Manton et al., 2001). In one of the few attempts to produce homogenised series of extreme event frequencies, in Austria (Auer et al., 1998), uniform monthly adjustments were applied to daily data. It appears to originate from work by Mitchell (1961), who established that there was no relationship between the difference in mean monthly temperature for February between two sites at Blue Hill, Massachusetts (one on the summit, one at the base) and the actual temperature at one of the sites. Since that time, refinements of methods for removing inhomogeneities (e.g. Karl and Williams, 1987) have concentrated on the accurate determination of the point in a record at which an inhomogeneity exists, and the selection of the most appropriate ncighbouring station(s) for use in adjustment.

A different approach was adopted in a very recent paper by Allen and DeGactano (2000), who were investigating inhomogeneilies in time series of the number of days per year above or below given thresholds. They initially used metadata to identify potential inhomogeneities (although they note that the use of metadata is not fundamental to their technique, and that statistical techniques could be used instead), compiled a difference series involving the $25^{\text {th }}$ and $75^{\text {th }}$ percentiles of the number of days per year above/below their chosen threshold at the candidate station and a weighted sum of neighbouring stations, and tested for changes in those difference series. They then 'adjusted' the time series by an iterative process involving the changing of their thresholds on one side of the identified inhomogencity, until no significant change in the adjusted difference series could be identified.

It is, however, well documented that local influences on climate, such as the intensity of urban heat islands (Bernhofer, 1984; Morris and Simmonds, 2000; Morris et al., 2001) and the influence of cold-air drainage (Kalma et al, 1992) are not constants, but are dependent on factors such as wind speed and direction and cloud amount. At a site such as Blue Hill in winter, where the dominant influence on temperature is nonperiodic air mass advection, these are not major factors and the assumption that temperature is independent of, say, wind specd is not unrealistic. This results in any discrepancies in the temperature differences being distributed randomly in the record and not creating a bias. However, at many sites, and in particular, in much of inland

Australia, the dominant influence on minimum temperatures is radiational cooling and thus there will be a tendency for light winds to be associated with low temperatures (Kalma et al, 1992). This is observed at Armidale (Burr, pers. comm.), one of the sites considered further in this section, where the difference in minimum temperature between the town centre site used in this study and a second site approximately 2 km to the cast (which has been the Burcau of Meteorology's official site in Armidale since June 1997 but has been operaling unofficially since 1981), in the outer part of the town, has a mean value of 1.5 to $2^{\circ} \mathrm{C}$, but can increase to $4^{\circ} \mathrm{C}$ on cold, clear nights. Thompson (1973b) also found that the temperature difference between a hilltop and valley site in the Armidale area varied depending on the circulation type over the region. It is also known (c.g. Gall ct al., 1992) that the difference in temperalure between a poonly-ventilated instrument and a well-ventilated one will reach its maximum under sunny conditions in summer, suggesting that the temperature dilference between them would increase with increasing temperature. The assumption that the temperature difference between any two nearby sites is always constant must therefore be questioned.

This section proposes alternative methods for constructing composite daily enmperature records where that assumption breaks down, using four station pairs in south-castern Australia. White this is only a smatl part of the globe, the results obtained are potentially of wide general applicability.

### 3.2.1. Methods and station selection

Fig. 3.1 shows the focation of the stations used in this section, with Table 3.1 giving details of the sites. Station pairs were selected with the intention of illustrating the varying influences on temperature at contrasting sites. The dominant contrast at these sites is topography and exposure. While, ideally, a pair would have been investigated in order to show the effect of an urban and non-urban site, to achieve this it would be necessary to choose an urban centre in a flat region (to remove any effects of topography) away from the coast (to remove the influence of exposure to the ocean). There are few centres of this type in Australia with populations in excess of 10,000 , and none of those that exist (e.g. Dubbo, Wagga Wagga) have a pair of stations, one
urban and the other non-urban, with a reasonable period of overlap. Stanthorpe and Tenterfield, a pair of sites with very similar characteristics, may be regarded as a 'control' pair which illustrates conditions at stations which do not show significant contrast. (This is important in the development of methods for the adjustment of data, as such methods must perform well in the case of all discontinuities of a record, not just those which involve a major change in topography and/or exposure). The choice of station pairs within south-eastern Australia was constrained primarily by the limited number of neighbouring sites available with a reasonable length of overlapping record. Those pairs chosen had an overlapping record of between 13 and 28 years.

The relationship between the temperature characteristics of the two sites in cach pair was examined, with the aim of determining an appropriate method for use in extrapolating records at one site to records at the other. This is quite a common situation if an attempt is being made to ensure records at an old site are consistent with those at a new site (or vice versa), because a relationship between temperatures at two sites during a period of overlap can be used to estimate temperalures at onc site from records taken at the other during periods when records are only available from one site. This can also be (and is in Chapter 4) extended to the comparison of records from two sites with litte or no overlap with those at a third site as a method of constructing a composite record for the pair. Ideally, to optimise the accuracy of such a comparison, the period of common record should be as long as possible, providing the records of the two sites are each reasonably homogeneous during that period. In practice, the period of overlapping record associated with a station move is ustatly much less than 13 years, hut the conclusions drawn should still be applicable to shorter records, albeit with a higher level of uncertainty.

For the duration of common record for each station pair, values were obtained at each site (subject to the conditions below) for:
(i) all daily maxima or minima for a given month of the year;
(ii) monthly mean maxima or minima for a given month for each year;
(iii) annual mean maxima or minima for each year.

Fig. 3.1. Location of stations used for development of methods used for construction of composite records


| Station name | 1 alitude (") | Longitude ( ${ }^{\circ}$ 「:) | Altitude <br> (m) | Years of comrnon record | Distance between sites (km) | Location and exposure |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Invercll ${ }^{2}()$ <br> [nverell So | $\begin{aligned} & 29.78 \\ & 29.78 \end{aligned}$ | 151.11 <br> 1.51 .08 | $\begin{aligned} & 603.5 \\ & 707.1 \end{aligned}$ | 28 | 2 | Vacant lot on valley floor in town centre <br> On ridge on western edge of town |
| Kanda <br> (abrambra | $\begin{aligned} & 35.88 \\ & 3503 \end{aligned}$ | $\begin{aligned} & 148.50 \\ & 148.38 \end{aligned}$ | $1395.4$ <br> 1475.0 | 13 | 12 | On slope just above valley floor, on east side of range <br> Near top of west-facing scarp. <br> Very exposed to prevailing westerly winds |
| Amblale <br> Wenltrick | $\begin{aligned} & 30.52 \\ & .30 .97 \end{aligned}$ | $\begin{aligned} & 1.51 .65 \\ & 1.51 .35 \end{aligned}$ | $\begin{aligned} & 979.9 \\ & 917.1 \end{aligned}$ | 23 | 56 | Town centre; buildings and car parks nearby; on gentle slope Valley floor in small village |
| Standmape <br> Fenterfend | $\begin{aligned} & 28.01 .5 \\ & 29.0 .5 \end{aligned}$ | $\begin{aligned} & 1.51 .93 \\ & 1.52 .02 \end{aligned}$ | $\begin{aligned} & 702.2 \\ & 862.6 \end{aligned}$ | 28 | 44 | Both sites on gentle slopes in town centres |

Table 3.1. Site details for station pairs used in section 3.2.

For simplicity, these are referred to henceforth as daily, monthly, and annual 'data objects' respectively.

Days on which data were available for one site only were not considered for inclusion in data objects (or the calculations of means) at the other. If fewer than 10 days in any month had data available at both sites, the means for that month, and hence that year, were regarded as missing.

If we consider two data objects for a pair stations of the form ( $x_{1}, x_{2}, \ldots$ ) and $\left(y_{1}, y_{2}, \ldots\right)$, the ordered pairs $\left(x_{6}, y_{f}\right),\left(x_{2}, y_{2}\right), \ldots$ were ploted, and a linear regression equation:
$y=a+b x$
was fitted to the data points, using standard least-squares techniques.

### 3.2.2. Relationships between temperatures at paired sites

In this section, the null hypothesis that there is no relationship between the temperature difference between the paired sites and the temperature all one of those sites is tested. This is equivalent to stating that $b=1$ in the regression equation above. A retationship between the temperatures, rather that between the temperature difference between the sites and the temperature at one sites, is used to avoid any bias that could arise from the choice of one or other of the paired sites as the 'base' tgainst which the temperature difference between the sites is compared. The tests of significance used are also based on the relationship between the temperatures at the parred sites.

Tables 3.2 and 3.3 indicate months in which $b$ departs from 1 at given levels of significance. The relationships shown for daily, monthly, and yearly data objects, respectively, in these tables are further illustrated by Figs. 3.2 and 3.3. In order to make departures from the assumption of a constant difference more visually apparent, one of the axes in each of these graphs is the temperature difference between the two
sites rather than the temperature at the second site.

Table 3.2 shows a highly significant departure of the coefficient b from 1 for daily minima in all months at three of the four station pairs: Inverell, Kiandra-Cabramurra and Armidale-Woolbrook. There is also a significant departure for daily maxima in most autumn and winter months at each of these pairs except Kiandra-Cabramurra. There is much less evidence of a relationship in either case at the 'control' pair of Stanthorpe-Tenterfield.

Table 3.3 indicates that a significant departure also exists for monthly mean minima in most months at three of the pairs: Inverell, Kiandra-Cabramurra and ArmidaleWoolbrook. These are the three pairs where the sites contrast substantially in local topography. Except at Armidale-Woolbrook, significant departures also exist for annual mean minima.

### 3.2.3. Comparison of percentile points in overlapping temperature records

The use of regression relationships indicates the presence of a statistically significant dependence of temperature difference between sites on the temperature al one site for some of the station pairs used in this study. It does not necessarily follow from this that the relationship is linear.

Fig. 3.4, showing the frequency distribution of July minimum temperatures the two Inverell sites, and Fig. 3.5, giving specific points in these frequency distributions, illustrate possible non-linearities in such relationships. Assuming that there is no systematic difference in rank order of temperature between the two sites, the expected difference in temperature between the sites is approximately constant for the coldest 65 percent of nights; it is only in the upper 35 percent of the frequency distribution that the difference decreases.

| Month | Station pair |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Inverell |  | Kiandra-Cabramurra |  | Stanthorpe-Tenterlield |  | Armidale-Woulbrook |  |
|  | Max. | Min. | Max. | Min. | Max. | Min. | Max. | Min. |
| January |  | 1 |  | 1 |  |  | 5 | 1 |
| February | 5 | 1 |  | 1 |  | 5 |  | 1 |
| March | 5 | 1 |  | 1 |  |  |  | 1 |
| April |  | 1 |  | 1 |  | 5 | 5 | 1 |
| May | 1 | 1 |  | 1 |  | 1 | 1 | 1 |
| Junc | 1 | 1 |  | 1 |  |  | 1 |  |
| July | 5 | 1 |  | 1 |  |  | 1 | 1 |
| August | 5 | 1 |  | 1 |  | 5 | 1 | 1 |
| Seplember |  | 1 |  | 1 |  |  |  | 1 |
| Oetober |  | $!$ |  | 1 |  | 5 |  | 1 |
| November |  | I |  | 1 |  |  |  | 1 |
| December |  | 1 |  | 1 |  |  |  | 1 |

Table 3.2. Statistical significance of departures from unity in the slope of the regression line relating data at each station pair; daily maximum and minimum temperatures. ' 1 ' and ' 5 ' denote a departure from unity in the slope of the regression line, b, significant at the 1 per cent or 5 per cent levels respectively. $\Lambda$ blank entry denotes no departure significant at the $5 \%$ level.

| Munth | Station pair |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Inverell |  | Kiandra-Cabramurra |  | Stanthorpe-T'enterlicld |  | Armidale-Woolbreok |  |
|  | Max. | Min. | Max. | Min. | Max. | Min. | Max. | Min. |
| January |  | 5 |  | 1 |  |  |  | 5 |
| February | 1 |  |  |  |  |  |  |  |
| March |  | 1 |  | 5 |  |  |  | 5 |
| April |  | 5 |  |  |  |  | 5 |  |
| May |  | I |  | 1 |  |  |  |  |
| June |  | 1 |  | 1 |  |  |  | 5 |
| July |  | 1 |  | 1 |  |  |  |  |
| August |  | 1 |  |  |  |  |  | 1 |
| September |  | 5 |  |  |  |  |  |  |
| October |  |  |  |  |  |  |  |  |
| Nuvember |  | 1 |  |  |  |  |  |  |
| December |  | 1 |  |  |  |  |  | I |
| Auntara |  | 1 |  | 1 |  |  |  |  |

Table 3.3. Statistical significance of departures from unity in the slope of the regression line relating data at each station pair; monthly and annual mean maximum and minimum temperatures. The usage of ' 1 ' and ' 5 ' in the table is as for 'Table 3.2.

Fig. 3.2. Relationship between July daily minimum temperatures at Inverell PO and Inverell SC


Fig. 3.3a. Relationship between June monthly mean minimum temperatures at Inverell PO and Inverell SC


Fig. 3.3b. Relationship between mean annual minima at Inverell PO and Inverell SC


Fig. 3.4. Frequency distributions of July daily minimum temperatures at Inverell PO and Inverell SC


Fig. 3.5. Difference between percentile points of frequency distributions of July daily minimum temperatures at Inverell PO and Soil Conservation Research Station


### 3.2.4. Possible techniques for the interpolation of temperature records

As a result of the relationships found above between temperatures at adjoining sites, three techniques were considered for the interpolation of records. In each case, the full period of available common record for a given station pair was used as a base for calculating the parameters used in the interpolation, in which a synthetic series of daily maxima and minima at one station was created using data from the other in the pair.

## (a) The 'traditional' constant-difference approach

The difference in maximum (or minimum) temperalure between the sites on each day was taken as the difference between the mean monthly maxima (or minima) at the two sites for the month concerned during the period of overlap.

## (b) The 'regression' method

The coeflicients and equation gencrated in section 3.2 .1 were used to estimate temperatures at one site using those at the other.
(c) Prequency distribution matching

The 5 through to 95 percentile points (at 5 percentile intervals) for dally maxima and minima for each month al each site, using data from the period of overlap, were calculated. These points were denoled 'matching points'. To create a synthetic series, the position of each day's temperature at the first site in the appropriate frequency distribution wats found, and the temperature difference between the sites estimated using the formula:

$$
T_{2}-T_{1}=T_{1, i}+\frac{\left(T_{2,(i+5)}-T_{2, i}\right)\left(T_{1}-T_{1, i}\right)}{\left(T_{1, i+5)}-T_{1, i}\right)}
$$

where $T_{2}$ denotes the estimated temperature at the second site
$T_{1} \quad$ the actual temperature at the first site
$T_{l, i}$ the nearest matching point below $T_{l}$ in the frequency distribution of temperature at the first site (the i-th percentile)
$T_{2, i}$ the i-th percentile point in the frequency distribution at the second site

Where $T_{1}$ is below the 5 percentile or above the 95 percentile level, the temperature difference between the sites was taken as ( $T_{2,5}-T_{1,5}$ ) or ( $T_{2,95}-T_{1,95}$ ) respectively. An alternative would be to use the highest or lowest temperature on record as matching points, but this would be very sensitive to individual, and possibly crroncous, outlying observations.
$T_{2}$ was then found using the difference found above and the known value of $T_{1}$.

### 3.2.5. An evaluation of the techniques for composite record development

A number of indicators were chosen to assess the accuracy with which the procedures considered simulated the actual temperature record. These were chosen to relleet possible features that may be of interest in the investigation of a temperature record: the accuracy of the record as a whole, the frequency of temperatures above or below a certain level (e.g. the frequency of frost), and the highest and lowest temperature in the record.

Firstly, each of the three synthelic series was compared with the actual record for that site, and a rool-mean-square error ( $\mathrm{E}_{\text {rns }}$ ) calculated for each month, using:
$E_{r m s}=\sqrt{\sum_{i=1}^{n} \frac{\left(T_{i}-P_{i}\right)^{2}}{n}}$
where $T_{i}$ represents the actual maximum or minimum temperature (or mean maximum or minimum in the appropriate tables)
$P_{i} \quad$ the modelled maximum or minimum temperature $n \quad$ the number of observations considered.

Results of this procedure are given in Tables $3.4 a, 3.4 \mathrm{~b}$ and 3.4c.

Tables 3.5 and 3.6 show the estimated frequency and magnitude of extreme events using the threc procedures. The need for a scparate consideration of extreme events is illustrated by Fig. 3.5, which shows the non-linearity of the relationship between winter minimum temperatures at the two Inverell sites. This shows that, although assuming a constant temperature difference will lead to an underestimate of the temperature difference on the coldest nights, attempting to represent the difference by a fincar relationship will lead to an overestimate of the difference. In the case of Inverell, Table 3.5 shows that procedure B underestimates the frequency of minima below $0^{\circ} \mathrm{C}$ at the Soil Conservation Rescarch Station.

Tables $3.4 \mathrm{a}, 3.4 \mathrm{~b}, 3.4 \mathrm{c}, 3.5$ and 3.6 indicate that, for two of the site pairs (StanthorpeTenterfield and Armidate-Woolbrook) the difference between the outcomes of procedures $A, B$ and $C$, regardess of the indicator of accuracy chosen, is minimal. These two pars of sites are those with the weakest relationships between temperature difference and temperature, ats indicated by Tables 3.2 and 3.3. Where there is no evidence of any relationship, as at Stanthorpe-Tenterfield, the results of the three procedures converge, as expected. If there is no relationship at all, the slope of the regression line in procedure $B$ will be $L .0$ and procedures $A$ and $B$ will therefore be equivalent; similarly, the difference between the various pairs of percentile points in procedure $C$ will be constant. It may be noted at this point that, by definition, the parameters of the regression line in procedure $B$ are chosen in order to minimise the value of $E_{r m s}$, and hence the value of $E_{\text {rms }}$ for procedure $A$ is an upper bound for that found by using procedure $B$.

| Month | Station name |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Inverell SC. |  |  | Cabramura |  |  | Tenterfield |  |  | Woolbrook |  |  |
|  | Procedure |  |  | Procedure |  |  | Procedure |  |  | Procedure |  |  |
|  | A | B | C | A | B | C | A | B | C | A | B | C |
| January | 1.76 | 1.19 | 1.26 | 3.74 | 3.26 | 3.72 | 1.60 | 1.60 | 1.65 | 2.16 | 2.16 | 2.22 |
| February | 1.66 | 1.07 | 1.10 | 3.91 | 3.47 | 4.04 | 1.61 | 1.59 | 1.67 | 1.83 | 1.83 | 1.90 |
| March | 1.92 | 1.35 | 1.37 | 4.16 | 3.41 | 3.90 | 1.68 | 1.67 | 1.77 | 2.29 | 2.28 | 2.41 |
| April | 1.86 | 1.32 | 1.34 | 4.43 | 3.06 | 3.72 | 1.91 | 1.88 | 1.97 | 3.56 | 2.55 | 2.66 |
| May | 2.16 | 1.65 | 1.64 | 4.19 | 2.98 | 3.47 | 1.88 | 1.80 | 1.88 | 2.57 | 2.56 | 2.66 |
| Sune | 2.34 | 1.71 | 1.73 | 3.73 | 2.15 | 2.48 | 1.95 | 1.92 | 1.97 | 2.28 | 2.26 | 2.34 |
| July | 2.27 | 1.71 | 1.74 | 4.32 | 1.94 | 2.45 | 2.07 | 2.04 | 2.06 | 2.35 | 2.30 | 2.36 |
| August | 2.15 | 1.62 | 1.64 | 3.40 | 2.18 | 2.28 | 2.00 | 1.96 | 2.00 | 2.31 | 2.31 | 2.39 |
| September | 2.24 | 1.72 | 1.75 | 3.01 | 2.42 | 2.71 | 2.00 | 1.97 | 2.02 | 2.33 | 2.33 | 2.43 |
| October | 2.31 | 1.73 | 1.77 | 3.52 | 3.17 | 3.60 | 1.85 | 1.82 | 1.88 | 2.27 | 2.26 | 2.37 |
| November | 2.20 | 1.65 | 1.71 | 3.33 | 3.72 | 3.76 | 1.64 | 1.63 | 1.67 | 2.27 | 2.27 | 2.38 |
| December | 2.13 | 1.51 | 1.61 | 3.51 | 3.21 | 3.57 | 1.76 | 1.76 | 1.84 | 2.41 | 2.41 | 2.50 |

Table 3.4a. Values of $E_{\text {rms }}\left({ }^{\circ} \mathrm{C}\right)$ for stations for each month: daily minimum temperature

At the other two site pairs (the Inverell sites and Kiandra-Cabramurra), procedures B and $C$ provide substantial improvements over procedure $A$ on all indicators given in nearly all months when used for minimum temperatures. These are the two pairs with strong relationships between temperature differences and temperatures for both daily and monthly mean temperatures, and relatively little scatter of points about a line of best-fit. They are also the two pairs with the greatest polential influence of topographic contrasts on microclimate.

In these two cases, procedures B and C provide substantial improvements on procedure A on all indicators, but their performance relative to each other depends on the performance indicator chosen. This reflects, in part, biases in the performance indicators. A regression procedure aims specifically to minimise the value of $E_{r m s}$, the only constraint being that the relationship must be linear. It is therefore not surprising that procedure B produces consistently lower values of $E_{r n,}$, than procedure C , but the differences are small in most cases: only for minima at Kiandra-Cabramurra docs the difference exceed 6 percent in any month.

Table 3.5, conversely, indicates that differences in the expected frequency of low temperatures derived from procedures $B$ and $C$ are quite dramatic at Inverell and Kiandra-Cabramurra. At both locations, procedure B underestimates the expected frequency of low temperatures at the second site by a margin comparable to the overestimate arising from procedure A. Procedure C, on the other hand, pertorms well - a reflection of its basis in the comparison of freguency distributions of temperature at the paired sites. This, not surprisingly, leads to good performance on indicators that relate to the expected freçuency of temperatures above or below a certain level.

In order to quantily the extent to which the indicated performance of procedure C was attributable to the use of the frequency distributions for the full period as a basis, the procedure was repeated for the two Inverell sites, but using only part of the overlapping data as the set for the derivation of the frequency distributions used in matching data from the two stations. This was done four times, each using a separate set of overlap data comprising 150 pairs of observations for each month (approximately 5 years of data, depending on month lengths and the distribution of

| Month | Station name |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Inverell SC |  |  | Cabraruurta |  |  | Tenterfield |  |  | Woolbrook |  |  |
|  | Procedure |  |  | Procedure |  |  | Procedure |  |  | Procedure |  |  |
|  | A | B | C | A | B | C | A | B | $C$ | A | B | C |
| January | 0.85 | 0.82 | 0.86 | 1.38 | 1.34 | 1.39 | 1.58 | 1.58 | 1.62 | 1.89 | 1.81 | 1.86 |
| February | 0.89 | 0.85 | 0.50 | 1.30 | 1.36 | 1.39 | 1.41 | 1.41 | 1.44 | 1.74 | 1.58 | 1.63 |
| March | 0.92 | 0.88 | 0.90 | 1.32 | 1.29 | 1.37 | 1.42 | 1.42 | 1.45 | 1.88 | 1.67 | 1.72 |
| April | 0.80 | 0.78 | 0.79 | 1.41 | 1.39 | 1.42 | 1.36 | 1.36 | 1.40 | 1.65 | 1.55 | 1.61 |
| May | 0.85 | 0.78 | 0.80 | 1.17 | 1.12 | 1.18 | 1.41 | 1.41 | 1.44 | 1.65 | 1.64 | 1.70 |
| June | 0.87 | 0.80 | 0.81 | 1.33 | 1.30 | 1.35 | 1.39 | 1.38 | 1.40 | 1.70 | 1.70 | 1.75 |
| July | 0.74 | 0.69 | 0.70 | 1.12 | 1.08 | 1.11 | 1.26 | 1.25 | 1.27 | 1.49 | 1.49 | 1.53 |
| August | 0.88 | 0.84 | 0.84 | 1.31 | 1.75 | 1.31 | 1.25 | 1.25 | 1.28 | 1.4 .3 | 1.42 | 1.47 |
| September | 0.85 | 0.82 | 0.81 | 1.41 | 1.37 | 1.43 | 1.21 | 1.21 | 1.22 | 1.44 | 1.42 | 1.45 |
| October | 0.78 | 0.75 | 0.76 | 1.55 | 1.51 | 1.58 | 1.43 | 1.43 | 1.44 | 1.56 | 1.49 | 1.54 |
| November | 1.07 | 1.06 | 1.07 | 1.24 | 1.74 | 1.25 | 1.49 | 1.49 | 1.52 | 1.64 | 1.55 | 1.55 |
| December | 0.93 | 0.90 | 0.91 | 1.33 | 1.33 | 1.34 | 1.45 | 1.45 | 1.50 | 1.68 | 1.61 | 1.62 |

Table 3.4b. Values of $\mathrm{E}_{\text {rms }}\left({ }^{\circ} \mathrm{C}\right)$ for stations for each month: daily maximum temperature

| Station name | Minimum temperatures |  |  | Maximum temperatures |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Daily | Monthly | Annual | Daily | Monthly | Annual |
| Inverell SC | 0.356 | 0.337 | 0.322 | 0.352 | 0.337 | 0.329 |
| Cabramurra | 0.339 | 0.316 | 0.305 | 0.126 | 0.115 | 0.198 |
| Tenterfield | 0.269 | 0.261 | 0.265 | 0.410 | 0.403 | 0.409 |
| Woolbrook | 0.344 | 0.327 | 0.350 | 0.300 | 0.342 | 0.352 |

Table 3.4c. Values of $\mathrm{E}_{\text {rms }}\left({ }^{\circ} \mathrm{C}\right.$ ) for annual mean temperatures estimated by performing procedure $B$ (regression) on daily, monthly mean, and annual mean temperatures

| Station name | Actual frequency of event (\%) | Freguency ol event (\%) predicted by procedure |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | ( ${ }^{\text {c }}$ |
| miverell se | 2.6 | 4.3 | 1.3 | 2.7 |
| Cabramurra | 7.6 | 11.5 | 2.5 | 8.0 |
| Tenterficd | 12.5 | 13.8 | 13.0 | 13.6 |
| Woolhrouk | 23.5 | 23.2 | 23.0 | 23.8 |

Table 3.5. Frequency of nights with temperature below $0^{\circ} \mathrm{C}\left(-3^{\circ} \mathrm{C}\right.$ at Cabramurra) in the period of overlap for each site pair: actual and estimated by the three interpolation procedures described in the text

| Stationt natme | Highest on record |  |  |  | I owest on record |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Actual | Listimated by procedure |  |  | Actual | Estimated by procedure |  |  |
|  |  | A | B | C |  | A | 13 | C |
| Inverell sc | 38.5 | 37.9 | 37.4 | 38.0 | -5.1 | -5.8 | $-2.8$ | -5.3 |
| ( abramurra | 31.9 | 32.0 | 31.5 | 32.3 | -11.2 | -15.4 | -6.8 | -11.3 |
| Fenterfield | 37.5 | 37.3 | 37.2 | 38.4 | -9.9 | -9.6 | -8.9 | -9.9 |
| Werolbouk | 37.0 | 37.1 | 35.2 | 36.8 | $-12.8$ | -11.4 | $-12.5$ | $-12.9$ |

Table 3.6. Highest and lowest temperatures $\left({ }^{\circ}{ }^{C}\right)$ during period of overlap; actual and estimated by the procedures outlined in the text
missing data through the year), in order to more closely simulate the usual situation, where the overlap data available is a subset of the period of record at the site whose records are being used in the interpolation.

Table 3.7 shows the results of applying the performance indicators used in Tables 3.5 and 3.6 to the synthetic data series generated using subsets of the full data set as the basis set. Calculation of the mean of the four trials, which produces estimated extreme temperatures and frequency of minima below $0^{\circ} \mathrm{C}$ close to the actual values, provides no evidence of any systematic bias in procedurc C. Furthermore, although there is some variation depending on the basis sample chosen, for minimum temperature at Inverell the absolute minimum using the second basis set was the only parameter that was less accurately predicted using this method than it was by procedures A or B.

### 3.2.6. Explanation and implications of relationships between temperatures at paired sites

Conventional procedures, as described in the introduction to section 3.2, for developing composite temperature records implicitly assume that the nature of the frepuency distribution of temperature at the new site is the same as that at the old. Some difficulties posed by that assumption are illustrated in Figs. 3.4 and 3.5. At Inverell, the variabitity of winter minimum temperature is greater at the Post Office site, as illustrated by the standard deviation of July minima, which is $4.4^{\circ} \mathrm{C}$ there and only $3.5^{\circ} \mathrm{C}$ at the Soil Conservation Research Station. Furthermore, the frequency distribution ol minimum temperature displays greater positive skew at the Post Orfice. These factors combine to render the temperature difference between the sites strongly dependent on temperature at one site.

This also has implications for the expected frequency and magnitude of extreme cvents. It has been demonstrated (Katz and Brown, 1992) that the frequency of extreme events is influenced by the variability of temperature at a site as well as the mean temperature, an aspect which is discussed in much more detail in Chapter 6. Any discontinuity in the variability of temperature in a record will hence cause a
discontinuity in the frequency of extreme cvents, even if the mean temperature remains unchanged.

A similar effect is visible at Kiandra-Cabramurra. The assumption of a constant difference is particularly unjustified at these sites; the estimated absolute minimum at Cabramurra using such a procedure is $4.2^{\circ} \mathrm{C}$ too low (Table 3.6).

Differences in the nature of the frequency distribution of temperature between two neighbouring sites may arise from the presence of an additional influence on temperature over and above its usual day-to-day variability. Examples of such influences are the presence or absence of an urban heat island, cold air drainage under clear, calm conditions, or moderating ocean influences. The first two particularly affect daily minimum temperatures. The results suggest that stations which contrast strongly in local topography will also tend to have strongly contrasting frequency distributions.

The station pair with the weakest relationships between temperature difference and temperature, and hence the one where the alternative techniques discussed here produce results comparable to conventional procedures, is Stanthorpe-Tenterfield. Because it was chosen as a 'control' pair with similar site characteristics, the similar frequency distribution characteristics are to be expected.

Similar relationships between temperature difference and temperature exist for mean monthly and annual temperature as for daily temperatures, but are, in general, somewhat weaker (Tables 3.2 and 3.3). This is not an unexpected result, because at the sites with the strongest relationships (Inverell and Kiandra-Cabramurra), an anomalously cold month could be expected to contain an anomalously large number of cold nights, which couid be expected to have an above-normal temperature difference between the sites. The difference in mean temperature between the sites could therefore be expected to be greater than normal. The reverse applies for anomalously warm months. The relationships are damped by the presence of some mild days in cold months (or vice versa), acting counter to the overall trend for the month. This accounts for the generally lower level of significance exhibited by the

| Basis period | Percentage of days <br> below $0^{\circ} \mathrm{C}$ | Highest temperature <br> on record $\left.{ }^{\circ} \mathrm{C}\right)$ | Lowest temperature <br> on record $\left.0^{\circ} \mathrm{C}\right)$ |
| :--- | :---: | :---: | :---: |
| 1 st | 4.0 | 37.8 | -4.9 |
| 2 nd | 1.6 | 38.0 | -6.3 |
| 3 dd | 2.3 | 38.2 | -3.9 |
| 4 h | 2.8 | 37.7 | -5.3 |
| Man over all basis periods | 2.7 | 37.9 | -5.1 |
| Value predicled by procedure $\Lambda$ | 4.3 | 37.9 | -5.8 |
| Value predicted by procedure B | 1.3 | 37.4 | -2.8 |
| Actual values | 2.6 | 38.5 | -5.1 |

Table 3.7. Indicators of accuracy of simulation of temperature record at Inverell Soil Conservation Research Station using frequency distribution mapping (procedure C) with parts of the record as a basis, as discussed in text
relationships between monthly and annual mean temperatures at the paired sites and the mean temperature differences at those timescales.

Table 3.4 c indicates that, despite this lower level of significance, performing the regression procedure on monthly or annual mean temperatures generally produces slightly more accurate estimates of annual mean temperature than performing the same procedure on daily temperatures. The differences are relatively small and may be influenced by the previously discussed biases involved in using the value of $\mathrm{E}_{\mathrm{rms}}$ as an indicator of the accuracy of a regression model.

### 3.2.7. Summary

In this section, it is demonstrated that, at some sites, particularly those where topography has a substantial impact upon the temperature regime, a temperaturedependent technique for extrapolating temperature extremes at one site to a second site is of valuc. There are certain localities where the temperature difference between two paired sites cannot be assumed to be constant in all conditions. Assumption of a constant difference may lead to a bias in the predicted variability of temperalure at the sites, and a consequent bias in the predicted frequency of extreme events, given the previously discussed influence of variability on the frequency of extreme temperature events. This maty have important consequences in the determination of long-term trends of extreme event frequency to be used in such applications as the investigation of global or regional climate change.

At some pairs of sites, where there is litle evidence of any relationship between the temperature difference between the sites and the temperature at cither site (e.g. Stanthorpe and Tenterfield), such techniques do not offer substantial improvements over the conventional constant-difference method. There is, however, no evidence that they perform any worse, and these cases therefore do not provide any justification for avoiding the use of these new approaches.

The two alternative techniques examined in this study both have certain advantages, which vary according to context. If the accurate simulation of the temperature regime
as a whole is the only consideration, the regression technique may be the most appropriate, but the frequency-distribution method performs substantially better in any consideration of extreme cvents, while performing only marginally worse than the regression technique in term of errors over the record as a whole.

### 3.3. Time of observation bias in Australian temperature records

The time at which daily maximum and minimum temperature observations are taken has long been known as a potential influence on mean maximum and minimum temperatures. As long ago as the late nineteenth century, Ellis (1890) had investigated the difference in mean maximum and minimum temperatures arising from a change from an observation day ending at 0900 LST to one ending at 0000 LST .

The influence of observation time anises from the situation whereby the time of observation is close enough to the time at which the maximum (or minimum) of the diurnal cycle of temperature occurs that high maxima (or low minima) are doublecounted against two separate observation days.

The problem of time of observation bias has received the greatest altention in the United States. In that country, the only stations which have a nationally uniform observation time are first-order stations (such as major city airports), which use an observation day ending at 0000 LST . Other stations use an observation day ending at a time of the obscrver's choice, with the most common times being around 0700 LST and 1700 LST. This leads to spatial discontinuities in reported temperatures, a problem first pointed out by Donnel (1912), and can also lead to artificial discontinuities in the climate record at a site if the observation time changes, as is quite common with a change of observer. Karl et al. (1986) point out that stations in the United States which have maintained an unchanged observation time throughout their history are rare, and furthermore, that there has been a systematic shift in observation times over the period of the climate record: in 1931, 14\% of American stations used an observation day ending in the morning and $79 \%$ one ending in the afternoon, but by 1984 these proportions were $42 \%$ and $47 \%$ respectively.

There have been numerous attempts to quantify the bias in mean maximum and minimum temperatures arising from changes in observation times. Ellis (1890) found that, over a four-year period at Greenwich, England, annual mean minimum temperatures were $0.20^{\circ} \mathrm{C}$ higher using an observation day ending at 0900 LST than one ending at 0000 LST , with the difference reaching $0.6^{\circ} \mathrm{C}$ in September, and annual mean maximum temperatures were $0.08^{\circ} \mathrm{C}$ higher for the 0900 observation day. There have been numerous American studies, including those of Donnel (1912), Nichols (1934), Rumbaugh (1934), Mitchel1 (1958), Baker (1975), Schaal and Dale (1977), Blackburn (1983) and Karl et al. (1986). These found biases of varying magnitudes over the United States, with Karl et al. (1986) finding a difference between monthly mean temperatures for days ending at 1700 and 0700 LST which reached $2^{\circ} \mathrm{C}$ locally in winter and spring in Texas and Oklahoma. Mitchell (1958) also pointed out that the time of observation bias was very sensitive to small changes in obscrvation time near sunrise, with the bias changing by up to $0.4^{\circ} \mathrm{C}$ for every hour of change in observation time. There has also been work carried out outside the United States, with Nordli (1998) finding a bias of up to $1.5^{\circ} \mathrm{C}$ in mean minimum temperature at some stations arising from changes in observation times for minimum lemperature in Norway in 1894 and 1938.

Most of the American studies have estimated the time of observation bias using 'maximum' and 'minimum' Lemperatures derived from the highest and lowest of 24 hourly observations. While such a process underestimates the true daily maximum and overestimates the true minimum, with Karl et al.(1986) finding diflerences of $0.39^{\circ} \mathrm{C}$ and $0.47^{\circ} \mathrm{C}$ respectively for Bismarck, North Dakola, they also found that the impact of using 24 hourly measurements, as opposed to true daily maxima and minima, on the estimated time of observation bias was negligible $\left(0.03^{\circ} \mathrm{C}\right)$. A dilferent approach was adopted by Schatal and Dale (1977), who used reports of sixhourly minimum and maximum temperatures from Indianapolis to generate series of daily maximum and minimum temperatures for days ending at differing observation times, while Nichols (1934) estimated maxima and minima for different periods using thermograph records.

### 3.3.1. The Australian situation

At present, the standard observation day for daily maximum and minimum temperatures in Australia is the 24 hours ending at 0900 LST. This has been in effect since 1964, with two minor exceptions:

1. Some automatic stations report two sets of maximum and minimum temperatures: one for the standard observation day ending at 0900 LST, plus a maximum for the 24 hours ending at 1200 UTC and a minimum for the 24 hours ending at 0000 UTC. As the 0900 observations are the first to be received, they are overwritten in the Bureat of Meteorology's database by the 0000/1200 UTC observations (Wong, pers. comm..)
2. Tasmania adopted daylight saving time in the summer in 1967-68, but still used standard time (DST - 1 hour) for observations until 1971-72. In 1972-73 this was changed to 0900 daylight savings time, in line with other parts of Australia which introduced daylight saving time in that year (Bureau of Meteorology, 1988).

In effect, the introduction of daylight saving time in 1972-73 in Victoria, New South Wales, South Australia and the ACT was a shift of the observation day by one hour (to 0800 LST). Queensland and Western Australia have adopted daylight saving time bricfly in the past but neither do so at present.

It has been proposed to change the observation day to one ending at cither 2100 UTC or 0000 UTC in order to fall into line with WMO standard hours (Bureau of Meteorology internal circular 45/1077), but this proposal has been posiponed indefinitely.

Prior to 1964, a variety of observation times were used, depending on the status of the station. It is simplest to consider 'first-order' stations (in general, those staffed by Bureau of Meteorology personnel) and second- and third-order stations (otherwise known as co-operative stations) separately.

## (a) First-order stations

'First-order' stations recorded maximum and minimum temperatures on a 'corrected midnight-midnight' basis between 1931 and 1963 (Linforth, 1995). In practice, the maximum thermometer was reset at 0900 LST , and the minimum thermometer at 1500 LST.

Three-hourly temperature data for a number of stations suggest that, in most cases, the minimum thermometer was read at 0900 or 1500 before resetting. It was then read again at 0000 . The lower of these two readings would be taken as the minimum temperature for the day. This will, in effect, be the minimum temperature for the 33 hours ending at 0000 .

At some stations, the second reading of the minimum thermometer at 0000 did not Lake place; instead, if any threc-hourly observation between 1500 and 0000 was lower than the minimum for the period ending at 0900 or 1500 , that observation would be taken as the minimum for the day. (This substitution may have been done at the data processing stage). This method will produce the same result as re-reading the minimum thermometer at 0000 if the temperature falls smoothly through the evening (in which case the minimum temperature for the nine hours between 1500 and 0000 would be the temperature at 0000 ), but not if there are fluctuations.

For maximum lemperature, adjusting to an 0000-0000 observation day was a problem, as the maximum thermometer was reset at 0900 LST and there was no way of determining the maximum for the period between 0000 and 0900 , unless the highest temperature during that period exceeded the highest recorded on the previous day - there is no analogue for maxima to the reading of a minimum thermometer at 0000 without resetting. As a result, the 0000-0000 maximum temperature was usually calculated by taking the highest of the maximum temperature for the 15 hours between 0900 and 0000 (measured by reading the maximum thermometer without resetting) and the observations at 0000,0300 and 0600 . In a situation analogous to that for minima, this procedure will give the 'true' $0000-0000$ maximum if either the maximum temperature occurs after 0900 (the usual situation) or if the temperature
falls smoothly from its level at 0000 , leaving the 0000 temperature as the highest of the 24 hours. It will fail to do so if the temperature fluctuates between 0000 and 0900 , or if the 24-hour maximum occurs after sunrise but before 0900 (something that could arise, for example, from the passage of a cold front just before 0900, particularly on the coast in summer).

Although most stations operating this procedure were staffed by Burcau of Meteorology personnel, it was still not unknown for errors to occur in the adjustment procedure. An example of this is the minimum of $26.0^{\circ} \mathrm{C}$ (the equal highest on record there) at Canberra on 6 November 1946. This appears to be a valid overnight minimum from three-hourly temperatures, but the temperature had fallen to $19.3^{\circ} \mathrm{C}$ by 2100 that evening, so the $0000-0000$ minimum should have been no greater than that. (It had also been $19.2^{\circ} \mathrm{C}$ at 0900 the previous morning, so the observation is not a valid 0900-0900 minimum either).

Some stations only adopted the $0000-0000$ observation daly for minimum temperatures, and continued to use an 0900-0900 day for maxima. A comparison of three-hourly temperatures with recorded maximum and minimum temperatures suggests that this was the case for stations in South Australia and the Northem Tertitory.

## (b) Second- and third-order stations

These stations followed a variety of different procedures before the 1964 standardisation of the observation day as the 24 hours ending at 0900 .

Burcau of Meteorology (1925) states that maximum and minimum thermometers should be reset at 2100 if observations were made at that time, or at 0900 otherwise. It was noted of the 2100 observations that "unless this is done regularly it is preferable to adhere to the moming setting". Few second- and third-order stations, with the occasional exception of coastal lighthouses, did take observations at 2100 , so in practice most stations following this instruction would use a 0900 reset time, in line with current practice.

A later set of observation instructions (Bureau of Meteorology, 1954) states that the maximum thermometer should be read and reset at 0900 , with the proviso that if the maximum was "close" to the temperature at the lime of reading, it should be ignored and replaced by the maximum for the 6 hours ending 1500 on the previous day. The minimum thermometer was to be read al 0900. It was to be reset at 1500 on the previous day if observations were made then, or 0900 otherwise. This would give a minimum for either the 18 or 24 hours ending at 0900 , depending on how many observations per day the station took.

No record was available of when the observation instructions changed, but it seems reasonable to surmise that the change might have coincided with the change to an obscrvation day ending at 0000 at the first-order sites in 1931.

A consequence of these instructions is that the time period over which maximum and minimum temperatures were taken at second- and third-order sites depended on the number of observations per day that that station took. Unfortunately, given the very limited amount of digital data available prior to 1957 on the daily or threc-hourly timescale, it is generally not possible to determine which observation day was used at a particukar station without examining original manuscript records (and sometime not even with them). This makes an estimation of the impacts of observation time changes on areally-averaged mean temperatures extremely diflicuit.

### 3.3.2. Methods of estimating the time of observation bias at Australian stations

As mentioned earlicr, the American studies of time of observation bias used either hourly temperatures or, in the case of Schatal and Date (1977), maximum and minimum temperatures for 6 -hour periods. Neither of these types of data are readily available for Australian stations. In general, Austratian synoptic stations report threehourly at best, which is inadequate for the estimation of the daily maximum and minimum temperature on a day from the fixed-hour observations. In contrast, American first-order stations report hourly. Automatic stations report more frequently than this, but these are only archived in the form of METAR reports, which are stored
in a cumbersome format (Lellyett, pers. comm.) and only extend back for a few years at best. Some stations, especially in the state capital cities, have taken hourly observations at times, but these are not available in digital form. It is expected that higher-resolution data from automatic stations will be routinely archived in the near future (Plummer, pers.comm.) which will assist greatly in future studies.

Furthermore, unlike the situation in the United States, where a maximum and minimum temperature is taken at some stations for each of the four 6 -hour periods in a given day, the only part-day maximum or minimum temperature observation routinely made in Australia is the maximum for the six hours between 0900 and 1500 LST, and these are not archived digitally.

This forced a number of alternative methods to be used for the evaluation of the time of observation bias.

## (a) Parallel data from different observation days

Ideally, the best way to compare the maximum and minimum temperatures recorded using different observation days would be to compare parallel data from the same station at the same time, but using different observation times. There are two sites in Australia where this is feasible: Adelaide and Melbourne.

At the (now-closed) West Terrace site in Adelaide, parallel observations, using observation days of 24 hours ending at 0000 and 0900 , were made for the nine years 1967-1975. At Melbourne, there is no direct overlap of the two observation days, but observations of minimum temperatures for the 18 -hour period from 1500 to 0900 have been carried out since at least 1958, and these may be compared with 24 -hour minima for observation days ending at 0900 from 1964 onwards, and at 0000 prior to that date. As these data were not digitised, only the 1958-63 (for the 0000 observation day) and 1989-96 (for the 0900 observation day) periods were used in the comparison.
(b) Use of hourly data to estimate impact of methods of calculating "corrected midnight-midnight" maximum and minimum

At Adelaide (Kent Town), hourly temperature data were available for the period between 1990 and 1996, along with the time of occurrence, to the nearest five minutes, of the maximum temperature for the 24 hours ending at 0000 and the minimum for the 15 hours between 1800 and 0900 . These were used to estimate the impact of the difference between the true maxima and minima for the 24 hours ending at 0000, as measured between 1967 and 1975, and the approximations to them, described in 3.4.1 (a), that were in common use prior to 1964.

This was done as follows:

## Maximum temperature

On days when the maximum temperature for the 24 hours ending at 0000 was recorded before 0900 , the difference between that maximum and the highest of the four observations at $0000,0300,0600$ and 0900 was determined.

## Minimum temperature

For each day, the lowest of the 25 hourly observations between 0000 on one day and (0)00) on the next, inclusive, wats found. The differences between this lowest hourly temperature and the minimum for the 15 hours between 1800 and 0900 were calculated for each day. Days on which the 1800 -0900 minimum oceurred before 0000 (i.c. the $1800-0900$ minimum would be lower than the $0000-0000$ minimum) were then compared with days when it occurred after 0000 .
$m_{l}=$ mean difference between 1800-0900 minimum and lowest hourly temperature on days when $1800-0900$ minimum recorded after 0000
$m_{2}=$ mean difference between 1800-0900 minimum and lowest hourly temperature on days when $1800-0900$ minimum recorded before 0000
( $m_{2}-m_{I}$ ) will then be an estimate of the bias arising from taking a minimum temperature for the 30 hours ending at 0000 , compared with the 24 hours ending at 0000 . This will not be the same as the bias arising from using the 33 hours ending at 0000 (which was the usual pre-1964 practice), but the 30 - and 33 -hour minima will only differ on days when the daily minimum temperature is recorded between 1500 and 1800, an extremely rare event in temperate latitudes.

The hourly data at Adelaide were also used to estimate the impact of daylight saving, by identifying days when the lowest of the 25 hourly observations between 0900 on one day and 0900 on the next was at 0900 on the first day, and days where the highest of the 25 hourly observations between 1000 and 1000 was at 1000 on the second day.
(c) Use of three-hourly data to identify days on which maxima or minima differ between observation days ending at 0000 and 0900

A number of stations have reasonably complete three-hourly data availathle in digital form. While three-hourly data are not sufficient to quantify maximum and minimum temperatures, it does allow an attempt to be made to identify days when the maximum (or minimum) temperature for an observation day ending at 0900 differs from that for an obscrvation day ending at 0000 .

The following criteria were used to identify such days. Note that these will not identify all days when the two observations will differ, nor will all days identified actually have differing observations. However, the nature of the criteria is such that exceptions should be relatively minor (that is, all days where the difference is large should be detected) and thus have little impact on mean biases. To examine the
efficiency of the scheme, it was also applied to the period with parallel observations at 0000 and 0900 in Adelaide, to compare the number of differences it identifjed with the number that actually occurred.

Maximum for day ending at $0900>$ maximum for day ending at 0000

Temperature at reset time ( 0900 following day) within $0.5^{\circ} \mathrm{C}$ of the maximum for the day ending at 0900 .

Maximum for day cnding at $0900 \leq$ maximum for day ending at 0000

At least one out of the 0000,0300 and 0600 temperature observations greater than the highest of the obscrvations made at 1200 or later that day.

## Minimum for day ending at $0900>$ minimum for day ending at 0000

At Jeast one of the three-hourly observations at 1200 or later lower than the lowest of the observations made at $0000,0300,0600$ or 0900 that day.

Minimum for day ending at $0900<$ minimum for day ending at 0000

Temperature at rese time the previous day ( 0900 ) within $0.5^{\circ} \mathrm{C}$ of the 24 -hour minimum temperature.

While the number of days on which the maximum and minimum temperatures for days ending at 0900 differ from those for a day ending at 0000 will not necessarily indicate the magnitude of the difference in temperature on those days, this procedure still gives a guide to the relative probability of the maxima and minima for days ending at 0900 being higher or lower than those recorded at 0000 .

## (d) Relationship of three-hourly observations to mean minimum temperatures

Another method of investigating, indirectly, the areal extent of the time-ofobservation bias is to examine three-hourly temperature data and the mean interdiurnal temperature change to estimate the likelihood of days on which minimum temperatures will differ between observation days ending at 0000 and 0900 . If we let $T_{a / h, x}$ be the minimum temperature for an observation day of $h$ hours ending at time $a$ on day $x$, and $t_{a, x}$ the temperature at time $a$ on day $x$, then a necessary condition, on a day when the diurnal rise and fall of temperature is monotonic between the highest and lowest points of the diumal cycle, for:

$$
T_{0000 / 2, x}<T_{0900 / 24, x}
$$

is:

$$
\left(T_{0900 / 24,5}-T_{0900 / 24,(x+1)}\right)>\left(t_{0000, x}-T_{0001 / 2 / 2,(x+1)}\right)
$$

Conversely, for:

$$
T_{\text {OORORL }, ~}>T_{\text {foron } 24, x}
$$

we require:

It follows from this that the probability of both events occurring will be enhanced by an increase in the mean interdiumal change in minimum temperature. Furthermore, the probability of the minimum being greater for an observation day ending at 0900 than at 0000 will be enhanced by a decrease in the difference between the mean 0000 temperature and the mean minimum, while the probability of the minimum being greater for an observation day ending at 0000 will be enhanced by a decrease in the difference between the mean 0900 temperature and the mean minimum. It thus follows that an increase in the mean interdiurnal change in minimum temperature will
tend to lead to an increased time-of-observation bias, while a mean 0900 temperature substantially greater than the mean 0000 temperature will promote the likelihood of a negative bias for an observation day ending at 0000 ; conversely, a positive bias is more likely if the mean 0000 temperature is greater than the mean 0900 temperature.

Therefore, the mean temperatures at 0000 and 0900 , the mean minimum temperature (for an observation day ending at 0900 ) and the mean interdiurnal change in minimum temperature were calculated, to provide an indirect method of estimating the time-ofobservation bias over a wide arca.

### 3.3.3. Estimates of time of observation bias for Australian stations

The mean maximum and minimum temperatures at Adelaide between 1967 and 1975 , using observation days ending at 0900 and 0000 , are shown in Table 3.8.

It may be seen that the mean minimum temperature for an observation day ending at 0000 is lower than that for a day ending at 0900 in all months of the year, with an annual mean difference of $0.29^{\circ} \mathrm{C}$. The difference is greatest in the summer half-year, reaching $0.42^{\circ} \mathrm{C}$ in February. The results also show that the impact of using a minimum temperature for the 30 hours ending at 0000 , rather than the 24 hours ending at 0000 , is minimal.

The impact on mean maximum temperature at Adelaide is much smaller, with an observation day ending at 0000 having the higher maximum temperatures by $0.05^{\circ} \mathrm{C}$. Onfy in summer does the difference exceed $0.1^{\circ} \mathrm{C}$. In addition, the impact of using the three-hourly observations at $0000,0300,0600$ and 0900 to approximale the maximum temperature for the 9 hours between 0000 and 0900 was found to be minimal. At Adelaide, there was a mean of 5.6 days per year in the $1990-96$ period on which the maximum temperature for the 24 hours ending at 0000 occurred before 0900 . On 2.3 of these days the maximum was recorded at 0000 , and on the other 3.3 days the mean difference between the maximum temperature and the highest threehourly observation was $1.1^{\circ} \mathrm{C}$, leading to an overall bias in the annual mean maximum temperature of $-0.01^{\circ} \mathrm{C}$.

The hourly data for Adelaide revealed, in addition, that the impact of the introduction of daylight saving in summer was minimal, with a decrease of $0.03^{\circ} \mathrm{C}$ in the mean annual minimum temperature and no change for maxima. The findings of Mitchell (1958) that the magnitude of the time of observation bias was most sensitive to small changes in observation times near sunrise are of relevance here, as the time change takes place in summer and, even with daylight saving, the observation time is always at least 90 minutes after sunrise.

Table 3.9 shows the differences at Melboume between minimum temperatures for the 18 hours between 1500 and 0900 and the minima for the 24 hours ending at 0000 or 0900. Comparisons of the two 24 -hour minima with the $1500-0900$ minimum imply that, as at Adelaide, the minimum temperatures for the 24 -hour period ending at 0000 are lower than those for the 24 hours ending at 0900 , with a mean annual bias of $0.31^{\circ} \mathrm{C}$. Like Adelaide, the smallest bias is in winter; unlike Adelaide, the largest biases are in spring, autumn and early winter rather than summer, peaking al $0.47^{\circ} \mathrm{C}$ in June and November.

The Adelaide data were also used to estimate the impact of a time of observation change on the frequency distribution of minimum temperature, using the technicuues developed in section 3.2. The difference between temperatures recorded on the two observation days occurs chiefly in the upper part of the frequency distribution, with the 80 percentile February minimum temperature being $1.1^{\circ} \mathrm{C}$ higher for an observation day ending at 0900 than one ending at 0000 .

Table 3.10 shows the number of days per year indicated, under the procedures described in section 3.3.2, as having the potential for the maxima (or minima) to be different for observation days ending at 0000 and 0900 . This reinforces the result from Adelaide and Melbourne that it is far more common for the daily minima to differ between an 0000 and 0900 observation day than for the maxima to do so, suggesting that the result from those two stations that time of observation bias chiefly affects minimum temperature may hold more generally in Australia. Furthermore, at ten of the eleven stations, the results suggest that it is more common for a daily

| Month | Temperature difference ( $\left.\mathrm{T}_{\text {(1000/24 }}-\mathrm{T}_{(\text {(9,0/1/2.4 }}\right)\left({ }^{\circ} \mathrm{C}\right)$ |  | Difference in minima ( $\mathrm{T}_{0 \text { 010 }}$. $\mathrm{T}_{\text {(1) }}$ (10/24) $\left({ }^{\circ} \mathrm{C}\right)$ | Overali difference in minima ( $\mathrm{T}_{\text {(1000w }}$ ) - $\mathrm{T}_{\text {(0) }}$ (000/24 $)\left({ }^{\circ} \mathrm{C}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
|  | Maximum | Minimum |  |  |
| January | 0.15 | -0.30 | -0.02 | -0.32 |
| February | 0.10 | -0.42 | -0.01 | -0.43 |
| Match | 0.06 | -0.37 | -0.02 | -0.39 |
| April | 0.03 | -0.24 | -0.00 | -0.30 |
| Maly | 0.03 | -0.17 | -0.09 | -0.26 |
| June | -0.0.3 | -0.09 | -0.08 | -0.17 |
| July | 0.00 | -0.10 | -0.09 | -0.19 |
| August | 0.02 | -0.13 | -0.10 | -0.23 |
| September | 0.10 | -0.30 | -0.07 | -0.37 |
| October | 0.01 | -0.36 | -0.0.5 | -0.41 |
| November | 0.02 | -0.39 | -0.06 | -0.45 |
| December | 0.12 | -0.39 | -0.03 | -0.42 |
| Annual mean | 0.05 | -0.29 | -0.06 | -0.35 |

Table 3.8. Difference in temperature between differing observation days at Adelaide (West Terrace), 1967-1975

| Month | Mean difference ( ${ }^{\circ} \mathrm{C}$ ) for minimum temperature (24-hour mininsum - T $\mathrm{T}_{\text {gown }}$ ) for day ending |  | Implied <br> difference ( ${ }^{\circ} \mathrm{C}$ ) <br>  |
| :---: | :---: | :---: | :---: |
|  | 0000 | 0900 |  |
| January | $-0.51$ | $-0.28$ | -0.23 |
| February | -0.55 | -0.30 | -0. 25 |
| Math | -0.42 | -0.19 | -0.23 |
| April | -0.62 | -0. 24 | -0.38 |
| May | -0.74 | -0.41 | -0.33 |
| June | -0.00 | -0.4.3 | -0.47 |
| July | -0.49 | -0.41 | -0.08 |
| August | -0.45 | -0.30 | -0.15 |
| Septeminer | -6.48 | -0.16 | -0.32 |
| Octuber | -0. 52 | -0.11 | -0.4! |
| November | -0.0.4 | -0.17 | -0.47 |
| December | -0.48 | -0.15 | -0.33 |
| Antual mean | -0. 57 | -0.20 | -0.31 |

'Table 3.9. Differences between overnight and 24 -hour minimum temperatures at Melbourne, for 24 -hour days ending at 0000 (1958-1963) and 0900 (1989-1996)

| Station and period of record | Mean annual number of days flagged as type: |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Maximum |  | Minimum |  |
|  | $\mathrm{T}_{\text {(\%xio/24 }}>\mathrm{T}_{\text {gituol2 }}$ | $T_{0,900134}<$ <br>  | $\mathrm{T}_{60 \% 10 / 24}>\mathrm{T}_{\text {800 }}$ |  |
| Adelaide (West Terrace) (1967-75) | 22.4 | 22.1 | 79.5 | 37.1 |
| Cabherra (1951-94) | 5.7 | 6.3 | 80.6 | 29.0 |
| Charleville (1953-95) | 1.9 | 4.1 | 35.0 | 6.1 |
| Darwin Airporl (1960-95) | 3.8 | 2.7 | 34.8 | 14.2 |
| Lesperance Mo (1969-95) | 28.8 | 11.0 | 110.5 | 16.5 |
| Halls Creek (1945-95) | 1.7 | 0.9 | 24.9 | 3.0 |
| Hohart (1972-95) | 12.6 | 14.1 | 70.0 | 57.0 |
| Melbourne (1955-95) | 7.6 | 16.3 | 83.6 | 75.4 |
| Perth Airport (1949-95) | 2.2 | 6.6 | 80.0 | 18.8 |
| Pon Iledland (1948-95) | 9.5 | 1.6 | 42.0 | 1.8 |
| Wommera (1953-95) | 1.1 | 3.7 | 16.0 | 19.8 |

Table 3.10. Mean annual number of days flagged as having potential differences between $\mathbf{T}_{00010 / 24}$ and $\mathbf{T}_{0900 / 24}$, using procedure described in section 3.4.2c.

|  | Mean annual number of days |  |
| :---: | :---: | :---: |
|  | Estimated by flagging procedure | Actual |
|  | 22.4 | 14.1 |
|  | 22.1 | 18.9 |
|  | 79.5 | 52.1 |
|  | 37.1 | 12.6 |

Table 3.11. Comparison of number of days identilied by llagging procedure in section 3.4.2e and days with actual differences between $T_{0000 / 24}$ and $T_{(15 y 0 / 24}$ at Adelaide (West Terrace), 1967-75.
minimum to be lower for a day ending at 0000 than that ending at 0900 than the reverse, which in turn suggests that an observation day ending at 0000 will result in lower mean minima than one ending at 0900 at these stations, although this conclusion must be drawn with caution because the flagging procedure gives no indication of the magnilude of the likely differences on a given day, only their existence. Again, this is a result which is consistent with the results obtained at Melbourne and Adelaide.

Table 3.11 shows the efficiency of the flagging procedure in detecting days when maximum or minimum temperatures for a day ending at 0000 differ from those for a day ending at 0900 . These results suggest that the flagging procedure over-cstimates the frequency of differences, with the over-estimate being greatest for the frequency of lower minima and higher maxima for observation days ending at 0900. This reinforces the suggestion from Table 3.10 that using an observation day ending at 0000 will lead to a negative bias in the mean minimum temperature, relative 10 an 0900 observation day.

Table 3.12 gives the mean differences between 0000,0900 and minimum temperatures for a number of stations, as well as the mean interdiurnal change in minimum temperature, for January and July. The mean 0900 temperature is higher than the mean 0000 temperature at most of the sites in both months, with the exceptions being Woomera in both months, and Hobart and Melbourne in winter. The difference is particularly marked at two of the three tropical sites, Port Hedland and Halls Creek, as well as at Esperance. In the latter case, this may be a consequence of Esperance's easterly location within its time zone and its consequent carly sunrise, especially in summer. Conversely, at Melboume and Hobart in winter, and at Darwin (which displays a small difference all year), sunrise is relatively late. The mean interdiumal change in minimum temperature is least in the tropics in all seasons, and greatest about the southern coasts in summer, and the eastern inland in winter.

### 3.3.4. Implications of the results

The examination of data from Melbourne and Adelaide suggests that the 1964 change in observation practice at those stations, from an observation day ending at 0000 to one ending at 0900 , resulted in an artificial increase in mean annual minimum temperatures of $0.3^{\circ}$ to $0.4^{\circ} \mathrm{C}$, but no significant increase in mean annual maximum temperatures. The frequency of high minimum temperatures shows a particularly strong change. This, in turn, implies an artificial increase in the variability of minimum temperature. Variability of temperature is an important factor in the likelihood of extreme events, as is discussed in more detail in later chapters and in Katz and Brown (1992), and the likelihood of extreme high minimum temperatures is an important factor in human health and mortality (Karl and Knight, 1997), particularly at a site such as Adelaide, which occasionally experiences daily minimum temperatures in excess of $30^{\circ} \mathrm{C}$.

The question arises as to how representative the Melbourne and Adelaide results are of Austratia as a whole. The results from Table 3.10 suggest that days on which daily minimum temperatures are affected by a change in observation time are most frequent near the southern const, and least frequent in the tropics. However, these results also suggest that, at the southern coastal sites, the large number of days when the minimum temperature for a day ending at 0000 is lower than that for a dily ending at 0900 is partially offset by the larger number of days when it is higher. It is entirely possible that the magnitude of the temperature bias at Port Hedland, where total number of ditys affected by a change in observation time is smaller but days when the minimum temperature for a day ending at 0000 is higher than that at 0900 are very Fare, may be similar to that at the southern stations, but no data exist to test this proposition objectively. Nevertheless, the 0000 and 0900 temperatures and the interdiurnal temperature changes outined in Table 3.12 suggest that it is most probable that the time of observation bias is greatest in southern Australia, and conseguently that the Adelaide and Melbourne results are at the high end of the range which is likely to exist over Australia as a whole.

| Station name | January |  |  |  | July |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> difference ( ${ }^{\circ} \mathrm{C}$ ) <br> ( $\mathrm{t}_{00850}-\mathrm{T}_{090024}$ ) | Mean <br> difference ( ${ }^{\circ} \mathrm{C}$ ) <br> $\left(\mathrm{m}_{0 \times 50}-\mathrm{T}_{0505024}\right)$ | Mean interdiurnal change in minimum temperature ( ${ }^{\circ} \mathrm{C}$ ) | Time of sunrise (LST) | Mean <br> difference ( ${ }^{\circ} \mathrm{C}$ ) <br>  | Mean <br> difference ( ${ }^{\circ} \mathrm{C}$ ) <br> ( $\mathrm{L}_{0030}-\mathrm{T}_{090005_{4}}$ ) | Mean interdiumal change in minimum temperature $\left({ }^{\circ} \mathrm{C}\right)$ | Time of sunrise (LST) |
| Adelaide (Kent Town) | 4.5 | 3.2 | 2.8 | 0618* | 2.8 | 2.2 | 2.2 | 0721 |
| Canberra | 4.8 | 3.8 | 2.5 | 0604* | 3.8 | 3.3 | 2.7 | 0710 |
| Charleville | 5.9 | 3.9 | 2.0 | 0536+ | 6.2 | 4.3 | 2.6 | 0702 |
| Darwin AP | 3.1 | 2.2 | 1.5 | 0632 | 3.4 | 2.8 | 1.1 | 0709 |
| Esperance MO | 5.9 | 1.8 | 2.4 | 0457+ | 3.2 | 2.1 | 2.0 | 0655 |
| Hails Creek | 6.1 | 3.0 | 1.7 | 0506+ | 7.9 | 4.1 | 1.7 | 0601 |
| Hobart | 3.6 | 2.1 | 2.1 | 0551* | 2.0 | 2.4 | 1.9 | 0737 |
| Melbourne | 3.2 | 3.2 | 2.4 | 0615* | 1.8 | 2.3 | 2.0 | 0733 |
| Perth AP | 6.8 | 3.8 | 2.4 | 0526+ | 3.4 | 2.6 | 2.1 | 0715 |
| Port Hedland | 6.4 | 2.2 | 1.3 | 0538+ | 8.2 | 3.0 | 1.9 | 0641 |
| Woomera | 4.1 | 5.0 | 2.6 | 0634* | 3.4 | 3.6 | 1.9 | 0719 |
| * Daylight savin <br> + Daylight savi | in use throughou in use for a shor | period: time show part of the period | is daylight saving tim ime shown is standard |  |  |  |  |  |

Table 3.12. Difference between mean temperatures at 0000 and 0900 and mean 24 -hour minimum temperature ( $\mathrm{T}_{0900 / 24}$ ), mean interdiurnal change in minimum temperature, and local time of sunrise for the 15th of each month, for period 1972-1996 (1977-1996 at Adelaide)

When historical data are being examined, the extent of the influence of the time of observation bias will also be affected by the number of stations that were actually using an observation day ending at 0000 prior to 1964. As noted in section 3.3.1., the observation day ending at 0000 was only used at first-order stations, and not all of them followed the procedure rigorously. Many of the co-operative stations, which form the bulk of the Australian temperature station network, used, in effect, a minimum temperature for the 18 hours ending at 0900. The results from Mebourne in Table 3.9 suggest that the positive bias from using an 18 -hour minimum ending at 0900, at that site at least, is of comparable magnitude to the negative bias from using a 24 -hour minimum ending at 0000 . It follows from this that the impact on long-term temperature trends at a particular stations could be significant, but, when averaged spatially, the opposite biases will tend to cancel each other out to some extent. A regional bias could still arise, as first-order stations tended to be more concentrated in coastal areas than co-operative stations were, especially before the opening of a large number of airport meteorological offices during the Second World War.

The implications of the proposal to change the observation time in eastern Australia to 2100 LTC ( 0700 LST in winter, 0800 in summer in those states which observe daylight saving) are also worthy of examination. Mitchell (1958) has already noted that the mean temperature is particularly sensitive to observation time changes around sunrise, and 2100 UTC is within 30 minutes of sunrise in winter in much of eastern Australia. In the worst-case scenario, where one assumes that the time of observation coincides with the time of minimum temperature, on any day when the overnight minimum lemperature on one day is higher than it has been the previous day, the 24hour minimum on that day will be biased downwards by the difference between the overnight minimum temperatures on the two days, as the cooler first day is effectively counted twice.

As such a situation would be expected to arise on $50 \%$ of days, the expected difference between the overnight minimum and 24 -hour minimum would be hall the mean interdiurnal temperature change as shown in Table 3.12. Combining this with the difference between the mean overnight and 24 -hour minima (Table 3.9), the interdiurnal temperature change in some areas approaches $3^{\circ} \mathrm{C}$, suggesting that the
potential exists for a bias in the vicinty of $-1^{\circ} \mathrm{C}$ in minimum temperatures in some areas if a change to an observation day ending at 2100 UTC takes place.

### 3.4. Biases arising from the use of accumulated data

Ideally, all data sets used in a study would be complete. In practice, there is no longterm station in Australia that has no missing days in its record, and hence it is necessary to consider the implications of missing data for the overall temperature record.

Missing data can take one of two forms:

1. An observation is missed.
2. An observation is taken but is found to be faulty, or is not communicated (in the case of an automatic station where there is no manual record to act as a back-up).

Missing data of the second type should not affect the overall temperature record, as long as there is no systematic bias in the type of days on which obscrvations are missed. This may not be the case if observations are more likely to be missed under extreme conditions, although it seems reasonable to surmise that communications failures or the like are more likely to happen in extreme rainfall or wind than they are in extreme temperatures. (Robinson (1990) noted a potential for data loss during extreme conditions at automatic stations, due to power outages). A tendency towards missing data occurring under particular temperature conditions could also result from missing weekend data, as a number of authors, such as Simmonds and Kaval (1986) and Simmonds and Keay (1997), have found a relationship betwcen temperature and dity of the week. In such cases the deletion of a particular day of the week on a consistent basis could lead to a bias in mean temperatures.

The first type of missing data, which is by far the more common, is of more concern. If the observation is missed then the thermometers are not reset, and hence the maximum and minimum temperatures which are recorded when the thermometers are eventually read are the minimum and maximum temperatures for the previous 48
hours (or 72 or more if two or more days are missed), rather than 24 . These accumulated temperatures will thus be the highest maximum and lowest minimum temperature on any of the days since the last observation was made, resulting in a positive bias for maximum temperature and a negative bias for minimum tempcrature.

The greatest frequency of accumulated data occurs when a station consistently makes observations for a period for only 6 or 5 days per week (with Sunday, or less commonly both Saturday and Sunday) being missed. It was quite common prior to about 1960 for stations (especially post offices) to miss Sunday observations for many years at a time. More recently, some stations, such as Robe and Bathurst, have missed all weekend observations for periods of several months or years. Revfiem (1990) argued that the absence of weekend data need not bias mean values unduly providing appropriate adjustments were made, but did not consider the case of extreme values.

Data accumulated over more than one day have been treated inconsistently in the Burcau of Meteorology's database. Prior to 1966, accumulated temperature data were not flagged at all. Between 1966 and 1992, a flag of ' 1 ' was used for accumulated data regardless of the number of days over which the temperatures were accumulated. Since 1992 the flag has been the number of days over which the temperature was accumukated. In all cases, monthly mean temperatures have been calculated including the accumulated values, resulting in an upward bias in mean maximum temperatures and a clownward bias in mean minimum temperatures. (It is worth noting, however, that a site making no weekend observations will go close to the minimum number of observations required for the calculation of monthly means, and may fall below it in months with several public holidays, such as December or April, or other missing datit).

The only way to place all data on a consistent footing is to delete all data which may be accumulated, that is, all data that follow one or more days of missing data. As this will also delete data from days following missed days of type 1 , it will tead to some valid data being deleted. This was the practice followed in the main part of this study.

### 3.4.1. Quantification of biases arising from use of accumulated temperatures

There are two feasible approaches to the investigation of accumulated temperatures.

1. Use a reasonably complete data set and delete data for each Sunday (or Saturday and Sunday), adjusting maxima and minima on Monday to be the equivalent of accumulated data for 48 or 72 hours.
2. Examine a data set with a substantial amount of accumulated data and investigate whether there is any significant difference between the temperatures recorded on days with accumulated temperatures and temperatures on other days.

Both approaches were used in this section.

The results of the first approach are given in Tables 3.13 and 3.14. All available Bureau-operated sites were used in this part of the study (these being chosen because of their generally small amount of missing data). If only Sunday observations are missing and the Monday temperature is accumulated over 48 hours, this results in a bias of between $+0.1^{\circ}$ and $0.3^{\circ} \mathrm{C}$ for maximum temperature and between -0.1 and $0.3^{\circ} \mathrm{C}$ for minimum temperature at most stations, although the bias for maximum temperature reaches $+0.43^{\circ} \mathrm{C}$ at Ceduna in January. The bias is least in the tropics, especially near the coasts, and greatest near southern coasts for maxima and in the southern inland for minima. The bias for maximum temperature shows a marked peak at most stations in spring and summer, and, for minimum temperature, a less pronounced pak in winter and spring. As the biases for maximum and minimum temperature are of opposite sign, there will be a particularly marked bias for the mean diumal temperature range, reaching $+0.73^{\circ} \mathrm{C}$ at Ceduna in October.

The biases arising from removing all weekend observations and accumulating Monday temperatures over 72 hours, as would be expected, have a similar spatial and seasonal distribution to those arising from the absence of Sunday observations only, but are of approximately double the magnitude. The bias for spring and summer maxima exceeds $+0.6^{\circ} \mathrm{C}$ at a number of southern stations and reaches $+0.92^{\circ} \mathrm{C}$ at

| Station flame | Bias ( ${ }^{\circ} \mathrm{C}$ ) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Januars |  |  | April |  |  | July |  |  | October |  |  |
|  | Maximum | Minimum | DTR | Maximum | Minimum | DTR | Maximum | Minimum | DTR | Maximum | Minimum | DTR |
| Halls Creek | 0.16 | -0.10 | 0.26 | 0.07 | -0.07 | 0.14 | 0.10 | -0.16 | 0.26 | 0.07 | -0.15 | 0.23 |
| Broome | 0.13 | -0.13 | 0.29 | 0.09 | -0.08 | 0.17 | 0.13 | -0.16 | 0.39 | 0.14 | -0.13 | 0.27 |
| Port Hedland | 0.16 | -0.12 | 0.2 S | 0.10 | -0.09 | 0.19 | 0.12 | -0.18 | 0.30 | 0.19 | -0.14 | 0.33 |
| Learmonth | 0.14 | -0.07 | 0.21 | 0.13 | -0.08 | 0.21 | 0.10 | -0.16 | 0.26 | 0.22 | -0.12 | 0.34 |
| Camarvon | 0.23 | -0.10 | 0.33 | 0.16 | -0.13 | 0.29 | 0.12 | -0.13 | 0.25 | 0.15 | -0.16 | 0.31 |
| Meekathara | 0.14 | -0.21 | 0.35 | 0.20 | -0.14 | 0.34 | 0.18 | .0.13 | 0.31 | 0.21 | -0.23 | 0.44 |
| Geraldton | 0.32 | -0.21 | 0.53 | 0.20 | -0.17 | 0.37 | 0.13 | -0.13 | 0.26 | 0.22 | -0.24 | 0.46 |
| Perth Airport | 0.29 | -0.21 | 0.50 | 0.18 | -0.18 | 0.36 | 0.14 | -0.18 | 0.32 | 0.23 | -0.22 | 0.45 |
| Albany | 0.30 | -0.22 | 0.52 | 0.24 | -0.19 | 0.43 | 0.15 | -0.20 | 0.35 | 0.15 | -0.24 | 0.39 |
| Esperance | 0.39 | -0.21 | 0.60 | 0.31 | -0.17 | 0.48 | 0.19 | -0.17 | 0.36 | 0.26 | -0.23 | 0.49 |
| Forrest | 0.38 | -0.17 | 0.55 | 0.30 | -0.20 | 0.50 | 0.20 | -0.20 | 0.40 | 0.31 | -0.35 | 0.66 |
| Kalgoorlie | 0.29 | -0.27 | 0.51 | 0.27 | -0.15 | 0.42 | 0.20 | -0.22 | 0.42 | 0.29 | -0.25 | 0.54 |
| Giles | 0.15 | -0.13 | 0.28 | 0.20 | -0.11 | 0.31 | 0.18 | -0.17 | 0.35 | 0.20 | -0.30 | 0.50 |
| Darwin Aitport | 0.10 | -0.12 | 0.22 | 0.07 | -0.08 | 0.15 | 0.08 | -0.11 | 0.19 | 0.09 | -0.09 | 0.18 |
| Alice Springs | 0.13 | -0.22 | 0.35 | 0.18 | -0.17 | 0.35 | 0.21 | -0.20 | 0.41 | 0.30 | -0.25 | 0.55 |
| Woomera | 0.26 | -0.19 | 0.45 | 0.22 | -0.14 | 0.36 | 0.17 | -0.15 | 0.32 | 0.31 | -0.24 | 0.55 |
| Ceduna | 0.43 | -0.22 | 0.65 | 0.28 | -0.29 | 0.57 | 0.18 | -0.27 | 0.40 | 0.39 | -0.34 | 0.73 |
| Adelaide RO | 0.32 | -0.25 | 0.57 | 0.23 | -0.24 | 0.47 | 0.13 | -0.17 | 0.30 | 0.38 | -0.25 | 0.63 |
| Mount Gambier | 0.36 | -0.27 | 0.63 | 0.21 | -0.21 | 0.42 | 0.11 | -0.19 | 0.30 | 0.28 | -0.22 | 0.50 |
| Thursday Island | 0.09 | -0.04 | 0.13 | 0.08 | -0.02 | 0.10 | 0.04 | -0.07 | 0.11 | 0.03 | -0.05 | 0.08 |
| Cams | 0.10 | -0.07 | 0.17 | 0.11 | -0.07 | 0.18 | 0.09 | -0.13 | 0.22 | 0.07 | -0.12 | 0.19 |
| Townsville | 0.10 | -0.07 | 0.17 | 0.09 | -0.09 | 0.18 | 0.10 | -0.19 | 0.29 | 0.06 | -0.13 | 0.19 |
| Mackay M0 | 0.08 | -0.12 | 0.20 | 0.07 | -0.08 | 0.15 | 0.12 | -0.18 | 0.30 | 0.06 | -0.13 | 0.19 |
| Longreach | 0.09 | -0.15 | 0.24 | 0.10 | -0.15 | 0.25 | 0.17 | -0.19 | 0.36 | 0.22 | -0.17 | 0.39 |
| Rockhampton | 0.14 | -0.09 | 0.23 | 0.11 | -0.11 | 0.22 | 0.17 | -0.23 | 0.39 | 0.13 | -0.16 | 0.29 |
| Amberley | 0.16 | -0.12 | 0.28 | 0.12 | -0.12 | 0.24 | 0.13 | -0.23 | 0.36 | 0.33 | -0.21 | 0.4 .4 |
| Brisbane AP | 0.11 | -0.09 | 0.20 | 0.11 | -0.08 | 0.19 | 0.12 | -0.15 | 0.27 | 0.17 | -0.14 | 0.31 |
| Charleville | 0.16 | -0.16 | 0.32 | 0.14 | -0.21 | 0.35 | 0.16 | -0.22 | 0.78 | 0.22 | -0.21 | 0.43 |

Table 3.13. Biases in mean maximum and minimum temperature and diurnal temperature range if Sunday observations missing

Table 3.13 (cont.). Biases in mean maximum and minimum temperature and diurnal temperature range if Sunday observations missing

| Station name | $\operatorname{Bias}\left({ }^{\circ} \mathrm{C}\right)$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Jonuary |  |  | Aprit |  |  | July |  |  | October |  |  |
|  | Maximum | Minimum | DTR | Maximum | Minimum | D'R | Maximum | Minimum | DTR | Maximum | Minimum | DTR |
| Cobar | 0.21 | -0.22 | 0.43 | 0.14 | -0.20 | 0.34 | 0.16 | -0.15 | 0.31 | 0.32 | -0.17 | 0.49 |
| Moree | 0.18 | -0.15 | 0.33 | 0.11 | -0.21 | 0.32 | 0.18 | -0.23 | 0.41 | 0.28 | -0.22 | 0.50 |
| Coffs Harbour | 0.14 | -0.12 | 0.26 | 0.15 | -0.17 | 0.32 | 0.12 | -0.22 | 0.34 | 0.21 | -0.19 | 0.40 |
| Williamiown | 0.26 | -0.16 | 0.42 | 0.19 | -0.18 | 0.37 | 0.18 | -0.19 | 0.37 | 0.29 | -0.22 | 0.51 |
| Sydney RO | 0.24 | -0.12 | 0.36 | 0.18 | -0.11 | 0.29 | 0.14 | -0.12 | 0.26 | 0.25 | -0.16 | 0.41 |
| Richmond | 0.26 | -0.20 | 0.46 | 0.22 | -0.19 | 0.41 | 0.15 | -0.21 | 0.36 | 0.30 | -0.22 | 0.52 |
| Nowra | 0.24 | -0.18 | 0.42 | 0.22 | -0.17 | 0.39 | 0.11 | -0.15 | 0.26 | 0.33 | -0.21 | 0.54 |
| Canberra AP | 0.24 | -0.21 | 0.45 | 0.18 | -0.17 | 0.35 | 0.15 | -0.21 | 0.36 | 0.20 | -0.27 | 0.47 |
| Wagga Wagga | 0.26 | . 0.25 | 0.51 | 0.15 | -0.22 | 0.37 | 0.16 | -0.16 | 0.32 | 0.22 | -0.24 | 0.46 |
| Mildura | 0.29 | -0.21 | 0.50 | 0.24 | -0.18 | 0.42 | 0.15 | -0.16 | 0.31 | 0.30 | -0.24 | 0.54 |
| Sale | 0.31 | -0.19 | 0.50 | 0.22 | -0.20 | 0.42 | 0.14 | -0.21 | 0.35 | 0.29 | -0.22 | 0.51 |
| Melbourne RO | 0.40 | -0.19 | 0.59 | 0.23 | -0.18 | 0.41 | 0.14 | -0.17 | 0.31 | 0.30 | -0.24 | 0.54 |
| Laverton | 0.36 | -0.21 | 0.57 | 0.23 | -0.25 | 0.48 | 0.11 | -0.19 | 0.30 | 0.32 | -0.22 | 0.54 |
| Launceston AP | 0.21 | . 0.26 | 0.47 | 0.20 | -0.23 | 0.43 | 0.11 | -0.23 | 0.34 | 0.17 | -0.21 | 0.38 |
| Hobatt RO | 0.27 | . 0.20 | 0.47 | 0.25 | -0.20 | 0.45 | 0.13 | -0.18 | 0.31 | 0.30 | -0.17 | 0.47 |


| Station name | Bias ( $\left.{ }^{\circ} \mathrm{C}\right)$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | January |  |  | April |  |  | July |  |  | October |  |  |
|  | Maximum | Minimum | DTR | Maximum | Minimum | DTR | Maximum | Minimum | DTR | Maximum | Minimum | DTR |
| Halls Creek | 0.27 | -0.19 | 0.46 | 0.13 | -0.19 | 0.32 | 0.20 | -0.31 | 0.51 | 0.17 | -0.30 | 0.47 |
| Broome | 0.26 | -0.24 | 0.50 | 0.20 | -0.16 | 0.36 | 0.25 | -0.30 | 0.55 | 0.35 | -0.22 | 0.57 |
| Por Hedland | 0.34 | -0.25 | 0.59 | 0.22 | -0.16 | 0.38 | 0.18 | -0.34 | 0.52 | 0.43 | -0.27 | 0.70 |
| Learmonth | 0.27 | -0.17 | 0.44 | 0.25 | -0.20 | 0.45 | 0.18 | -0.31 | 0.49 | 0.40 | -0.28 | 0.68 |
| Camarvon | 0.51 | $-0.18$ | 0.69 | 0.36 | -0.23 | 0.59 | 0.25 | -0.74 | 0.49 | 0.35 | -0.32 | 0.67 |
| Meekatharra | 0.29 | -0.40 | 0.69 | 0.41 | -0.25 | 0.66 | 0.36 | -0.24 | 0.60 | 0.41 | -0.48 | 0.89 |
| Gcraldton | 0.67 | -0.35 | 1.02 | 0.46 | -0.35 | 0.81 | 0.24 | -0.28 | 0.52 | 0.43 | -0.46 | 0.89 |
| Perth Aimport | 0.61 | -0.38 | 0.99 | 0.47 | -0.38 | 0.85 | 0.27 | -0.34 | 0.61 | 0.44 | -0.42 | 0.86 |
| Albany | 0.67 | -0.41 | 1.08 | 0.46 | -0.39 | 0.85 | 0.30 | -0.38 | 0.68 | 0.36 | -0.44 | 0.80 |
| Esperance | 0.89 | -0.39 | 1.28 | 0.63 | -0.37 | 1.00 | 0.38 | -0.34 | 0.72 | 0.62 | -0.42 | 1.04 |
| Forrest | 0.74 | -0.35 | 1.09 | 0.65 | -0.37 | 1.02 | 0.39 | -0.38 | 0.77 | 0.71 | -0.62 | 1.33 |
| Kalgoorlie | 0.62 | -0.40 | 1.02 | 0.56 | -0.31 | 0.87 | 0.38 | -0.42 | 0.80 | 0.62 | -0.49 | 1.11 |
| Giles | 0.29 | -0.30 | 0.59 | 0.37 | -0.22 | 0.59 | 0.32 | -0.31 | 0.63 | 0.49 | -0.54 | 1.03 |
| Darwin Airpor | 0.20 | -0.22 | 0.42 | 0.16 | -0.15 | 0.31 | 0.16 | -0.21 | 0.37 | 0.16 | -0.17 | 0.33 |
| Alice Springs | 0.25 | -0.48 | 0.73 | 0.36 | -0.36 | 0.72 | 0.41 | -0.41 | 0.82 | 0.64 | -0.52 | 1.16 |
| Woomera | 0.47 | -0.42 | 0.89 | 0.41 | -0.33 | 0.74 | 0.31 | -0.30 | 0.61 | 0.75 | -0.41 | 1.16 |
| Ceduna | 0.90 | -0.54 | 1.44 | 0.59 | -0.54 | 1.13 | 0.36 | -0.39 | 0.75 | 0.92 | -0.6.3 | 1.55 |
| Adelaide RO | 0.63 | -0.51 | 1.14 | 0.42 | -0.33 | 0.75 | 0.23 | -0.33 | 0.56 | 0.90 | -0.40 | 1.30 |
| Mount Gambier | 0.76 | -0.49 | 1.25 | 0.45 | -0.4] | 0.86 | 0.21 | -0.39 | 0.60 | 0.61 | -0.40 | 1.01 |
| Thursday Island | 0.30 | -0.08 | 0.38 | 0.14 | -0.06 | 0.20 | 0.08 | -0.11 | 0.19 | 0.07 | -0.11 | 0.18 |
| Caims | 0.20 | -0.15 | 0.35 | 0.19 | -0.14 | 0.33 | 0.18 | -0.27 | 0.45 | 0.12 | -0.24 | 0.36 |
| Townsville | 0.19 | -0.15 | 0.34 | 0.16 | -0.18 | 0.34 | 0.20 | -0.41 | 0.61 | 0.13 | -0.39 | 0.42 |
| Mackay MO | 0.17 | -0.21 | 0.38 | 0.15 | -0.20 | 0.35 | 0.23 | -0.35 | 0.58 | 0.13 | -0.27 | 0.40 |
| Longreach | 0.26 | -0.27 | 0.53 | 0.20 | -0.28 | 0.48 | 0.35 | -0.31 | 0.66 | 0.41 | -0.37 | 0.78 |
| Rockhampton | 0.27 | -0.19 | 0.46 | 0.22 | -0.19 | 0.41 | 0.30 | -0.43 | 0.73 | 0.26 | -0.34 | 0.60 |
| Amberley | 0.34 | -0.26 | 0.60 | 0.22 | -0.23 | 0.45 | 0.23 | -0.38 | 0.61 | 0.41 | -0.44 | 0.85 |
| Brisbane AP | 0.23 | -0.19 | 0.42 | 0.20 | -0.14 | 0.34 | 0.20 | -0.28 | 0.48 | 0.79 | -0.31 | 0.60 |
| Charlevilie | 0.35 | -0.30 | 0.65 | 0.29 | -0.37 | 0.66 | 0.30 | -0.45 | 0.75 | 0.46 | -0.46 | 0.92 |

Table 3.14. Biases in mean maximum and minimum temperature and diurnal temperature range if Saturday and Sunday observations missing

Table 3.14 (cont.). Biases in mean maximum and minimum temperature and diurnal temperature range if Saturday and Sunday observations missing

| Station name | Bias ( ${ }^{\circ} \mathrm{C}$ ) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | January |  |  | April |  |  | July |  |  | October |  |  |
|  | Maximum | Minimum | DTR | Maximum | Minimum | DTR | Maximum | Minimum | DIR | Maximum | Minimum | DTR |
| Cobar | 0.44 | . 0.47 | 0.91 | 0.27 | -0.41 | 0.68 | 0.30 | -0.32 | 0.62 | 0.66 | -0.33 | 0.99 |
| Moree | 0.40 | -0.36 | 0.76 | 0.21 | -0.39 | 0.60 | 0.34 | -0.40 | 0.74 | 0.52 | -0.48 | 1.00 |
| Coffs Harbour | 0.29 | -0.28 | 0.57 | 0.29 | -0.28 | 0.57 | 0.24 | -0.38 | 0.62 | 0.38 | -0.43 | 0.81 |
| Williamtown | 0.56 | -0.31 | 0.87 | 0.40 | -0.31 | 0.71 | 0.29 | -0.32 | 0.61 | 0.56 | -0.47 | 1.03 |
| Sydney RO | 0.48 | -0.25 | 0.73 | 0.39 | -0.21 | 0.60 | 0.27 | -0.23 | 0.50 | 0.50 | -0.32 | 0.82 |
| Richmond | 0.55 | -0.37 | 0.92 | 0.43 | -0.37 | 0.80 | 0.27 | -0.35 | 0.62 | 0.58 | -0.49 | 1.07 |
| Nowra | 0.47 | -0.36 | 0.83 | 0.49 | -0.33 | 0.82 | 0.22 | -0.27 | 0.49 | 0.61 | -0.40 | 1.01 |
| Canberra AP | 0.50 | . 0.42 | 0.92 | 0.37 | -0.39 | 0.76 | 0.26 | -0.40 | 0.66 | 0.41 | -0.51 | 0.92 |
| Wagga Wagga | 0.49 | -0.51 | 1.00 | 0.31 | -0.40 | 0.71 | 0.29 | -0.34 | 0.63 | 0.47 | -0.46 | 0.93 |
| Mildura | 0.62 | .0.42 | 1.04 | 0.46 | -0.39 | 0.85 | 0.30 | -0.34 | 0.64 | 0.69 | -0.43 | 1.12 |
| Sale | 0.67 | -0.42 | 1.09 | 0.45 | -0.40 | 0.85 | 0.27 | -0.34 | 0.61 | 0.61 | -0.46 | 1.07 |
| Melbourne | 0.86 | -0.37 | 1.73 | 0.48 | -0.35 | 0.83 | 0.27 | -0.32 | 0.59 | 0.64 | -0.43 | 1.07 |
| Laverton | 0.77 | -0.40 | 1.17 | 0.41 | -0.45 | 0.86 | 0.23 | -0.36 | 0.59 | 0.68 | -0.38 | 1.06 |
| Launceston AP | 0.39 | -0.46 | 0.85 | 0.34 | -0.44 | 0.78 | 0.22 | -0.38 | 0.60 | 0.36 | -0.44 | 0.80 |
| Hobart RO | 0.59 | -0.40 | 0.99 | 0.49 | -0.37 | 0.86 | 0.27 | -0.31 | 0.58 | 0.59 | -0.33 | 0.92 |

Ceduna in October, while for minima the same station has an October bias of $-0.63^{\circ} \mathrm{C}$, leading to a bias of $+1.55^{\circ} \mathrm{C}$ for the mean diumal temperature range.

In the second approach, data from two stations with missing Sunday data were examined. The stations used were Wyaiong (1959-64) and Tewantin (1957-61). These stations were chosen during these periods because they were missing all Sunday observations but few other observations. Table 3.15 shows a comparison between observations on the day after missing data at these stations (mostly Mondays) and all other days. On the assumption that one observation in six is accumulated, the estimated bias in mean maximum and minimum temperatures will be one-sixth of the mean difference between the two types of observations. Given this, the estimated bius at Tewantin is $+0.14^{\circ} \mathrm{C}$ for annual mean maxima and $-0.23^{\circ} \mathrm{C}$ for annual mean minima, while at Wyalong the values are $+0.19^{\circ} \mathrm{C}$ and $-0.13^{\circ} \mathrm{C}$ respectively. These results are of similar magnitude to those shown in Table 3.13 for stations in comparable regions (coastal southern Queensland and inland New South Wales).

### 3.4.2. Implications of the use of accumulated data

The greatest impact of the use of accumulated data is on the diurnal temperature range, as the upward bias in maximum temperature and the downward bias in minimum temperature are added to cach other. (Conversely, when mean temperatures are calculated the biases counteract each other). This is of particular potential importance for a number of reasons. Firstly, one of the more pronounced trends in global temperature that has been found in a number of studies is a reduction in the mean diumal temperature range (e.g. Easterling et al., 1997), and Torok (1996) found a decrease of $0.48^{\circ} \mathrm{C}$ in the mean Australian diurnal temperature range since 1910 . Secondly, the biases found in this section, when applied to maximum and minimum temperatures separately, are at or near the lower limit of the magnitude of discontinuity detectable by the techniques used in this study (being mostly in the order of $0.1^{\circ} \mathrm{C}$ to $0.3^{\circ} \mathrm{C}$ when one day per week is missing), yet, when they are combined, the resultant bias is between $0.2^{\circ} \mathrm{C}$ and $0.6^{\circ} \mathrm{C}$ at most stations.

The mean monthly maximum and minimum temperatures in the Bureau of Meteorology's database are, as mentioned earlier, calculated with accumulated data included. The task of identification of months with accumulated data is made more difficult by the fact that the number of days with observations is not available in the database prior to 1957 at most stations, and hence periods of the record when weekend data are missing at a station can only be identified by examining the daily manuscript records from that station. One possible solution for the identification of such periods could be to carry out the tests used in Chapter 4 for the detection of inhomogeneities on the diurnal temperature range as well as maximum and minimum temperalure.

In the worst-case scenario, in which all data at the start of the record were missing Sunday observations and none at the end were, the artificial trend in the diumal temperature range would be of comparable magnitude to the trend observed by Torok (1996). In practice, it is unlikely that this would be the case, as not all stations would have missed Sunday observations. The pre-1957 manuscript data that has been obtained suggests that missing Sunday data were most common between about 1920 and 1960, with fewer missed days before and after, and that the observation were mostly missed at post offices and similar sites; lighthouses and similar sites, which make up a large part of the coastal observing network, rarely missed days. The impact of accumulated data on the observed trend in mean diumal temperature range over Australia as a whole is worthy of further investigation, although it is outside the direct scope of this thesis.

### 3.5. Summary

Three systematic issues affecting the development of homogeneous, high-quality data sets have been addressed in this chapter. These serve as a precursor to the development of the data set in Chapter 4. The potential dependence of the magnitude of temperature discontinuities upon the position of a day in the frequency distribution of temperature, as described in section 3.2, is particularly crucial in the development of a homogeneous time series of extreme events. In Chapter 4, the methods developed in section 3.2 are applied to the development of a comprehensive data set.

| Month | Station name |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Wyalong |  | Tewantin |  |
|  | Maximum | Minimum | Maximum | Minimum |
| January | +0.26 | -0.76 | $+0.68$ | -0.92 |
| February | +1.15 | -2.20 | +0.41 | -0.60 |
| March | $+0.78$ | +0.29 | -0.09 | -1.60 |
| April | +1.52 | -0.86 | +0.98 | -0.00 |
| May | +0.58 | -0.56 | +0.80 | -1. 39 |
| Junc | $+0.72$ | -1.18 | +0.08 | -2.34 |
| July | +0.79 | -0.07 | +1.32 | -1.21 |
| August | $+1.16$ | -0.44 | +0.14 | -1.87 |
| September | $+0.58$ | -1.27 | +0.98 | -1.07 |
| Octuber | +1.42 | -0.28 | +2.31 | $-2.16$ |
| November | +1.74 | $-1.54$ | +0.69 | -2.07 |
| December | +2.97 | -0,31 | +1.62 | -1.17 |
| Annual | $+1.14$ | -0.76 | +0.83 | -1.38 |

Table 3.15. Mean temperature difference ( ${ }^{\circ} \mathrm{C}$ ) between days following missing data and all other observations for Wyalong (1959-64) and Tewantin (1957-61)

## Chapter 4

# The Development of a High-Quality Daily Temperature Data Set for Australia 

### 4.1. Introduction to the problem of developing high-quality daily temperature data

The development of high-quality temperature data sets, as noted in Chapter I , is a problem which has received considerable attention in recent years. The major works in this field in Australia have been those of Torok (1996) and Torok and Nichoils (1996). Their work has been focused on data at the annual timescale. This has also been the case with much of the work undertaken outside Australia. There has been some attention given to data at the scasonal or monthly timescate, but this has involved similar methods to those used for homogenisation of annual data.

The development of daily temperature time series involves a more complex set of problems that those involved in developing annual or seasonal serics. Daily time series are much more susceptible to short-term gross errors than are monthly or annual means. $\mathrm{A} 5^{\circ} \mathrm{C}$ error in a single maximum or minimum temperature will have a minimal impact on a monthly, scasonal or annual mean, but it may be critical when extreme temperature events are being examined. Furthermore, as was discussed in section 3.2, the methods used to homogenise annual or scasonal mean temperatures once a discontinuity is identified may not be appropriate for the homogenisation of daily maximum and minimum temperatures, as they generally take no account of possible changes in the variability of temperature, only in its mean.

The inherent problems in developing high-quality daily temperature datal sets may be divided into two categories: long-term systematic inhomogeneities and short-term errors.

### 4.1.1. Long-term systematic inhomogeneities

The following are examples from an extensive list of potential systematic inhomogeneitics which are discussed by Torok (1996). A more detailed description of these factors may be found there.

Station moves: These are relatively common throughout the period of record. In particular, many stations have moved from town centres to airports, as urban sites have become built up and aviation has become an important user of metcorological information. This process was most frequent during the 1940's and 1950's, but is continuing to the present day. Of the stations used in this study, Charters Towers, St. George, Walgett and Bourke all moved to airports between 1992 and the end of the data set in 1996.

There is also a long-erm Bureau policy to reduce the number of observations at post offices, at which many stations are located. Stations located on private land are susceptible to moves when properties change hands or observers ccase making observations for any reason.

Small-scale relocations of instruments within the same general area are also quite common. These may have a significant impact on observed temperatures if the characteristics of the new site are different (see below).

Station relocations arc a particularly significant issue in locations where there are strong local temperature gradients, such as near coasts or in hilly terrain.

Instrument changes: The Stevenson Screen has been a standard throughout Australia for most of the 20th century. Prior to the formation of the Commonwealth Bureau of Meteorology in 1908, a wide variety of screens were in use, making comparisons difficult, both in time and space. While this is a real problem in attempting to extend the Australian climate record back into the 19th century, the limited availability of digitised daily data means that a very limited amount of pre-1908 data has been used in this study.

A more recent change has been the move to automatic weather stations. The Bureau is installing approximately 35 automatic weather stations per year, some in new sites and some in place of existing sites. Where automatic stations have been installed in place of manual sites, there has often been a period of dual observations maintained at the two sites. Four of the stations in this study were automated (Forrest, Cape Otway, Tewantin and Oodnadatta) prior to the end of this study in December 1996, all of them since late 1994. At present, this affects only a small proportion of stations for a very short part of their record, but the process has continued since 1996 and it is likely that the majority of stations in this data sct will be using automated observations by 2005. The majority of alpine temperature observations are already automated.

Poorly maintained equipment (such as a screen becoming discoloured, rather than white as per specifications) could also have an impact on observed temperatures.

Changes in site environment: Even where the location of a site has remained unchanged, the local environment around a site may change. Common causes of this include building around instrument sites, or growth (or removal) of vegetation in the vicinity of instruments. Building around instrument sites has been particularly common at rural post office sites, which are often located in town centres. This includes the construction of asphalt car parks adjacent to sites (Armidale and Glen Innes are examples of this).

The issue of urbanisation as an influence on the climate record is a separate issuc. It is well-established that urban centres are likely to experience warmer minimum temperatures than surrounding rural areas (the so-called "urban heat island"), with the magnitude of the urban heat island being a function of the town or city's population (e.g. Karl et al., 1988). For the purposes of a study such as this, any change in the magnitude of the urban heat istand over time is of greater importance than the existence of an urban heat island per se. Thus, for those stations for which daily records are only available for the period since 1957 (as is the case for the majority of stations used in this study), the stations of greatest concern are those located in or near the centres of towns that have
seen significant growth between 1957 and the present.

A population of 10,000 has often been taken as the lower limit for significant urbanisation effects, although noticeable urban heat islands have been found in much smaller centres (Torok et al., 2001). The following stations used in this study can be considered to have been affected by urbanisation:

1. In major city: Sydney, Melbourne, Adelaide (both sites), Hobart.
2. Away from centre of major city but within general metropolitan area: Laverton, Richmond (NSW), Perth Airport, Brisbane Airport, Darwin Airport.
3. In or near centre of country town with population exceeding 10,000: Dubbo, Port Lincoln, Tewantin, Port Macquarie.
4. Has moved from centre of town with population exceeding 10,000 to airport during period of record used in study: Albany, Bundaberg.

A categorisation of all station locations may be found in Table 2.1a.

It should be noted at this point that the existence of an artificial temperature trend due to urbanisation at an individual station does not exclude it from consideration in this study; rather, it is an aid to interpretation of observed trends at those stations. It is, however, invalid to interpret observed trends at an urban station as being representative of conditions over a broader region.

Changes in observation practices: The principal problems here arise from changes in the time of observation, and changes in the frequency of missed observations (for example, taking/not taking Sunday observations). These were both discussed at some length in Chapter 3.

The Bureau of Meteorology adopted the Celsius scale of temperature measurement on September 1, 1972. While a discontinuity in the relationship between mean maximum temperatures and annual rainfall over Australia has been observed around this time (Nicholls et al., 1996a), there is no evidence that the change in units (and the consequent
change of thermometers) was responsible for that discontinuity.

Observers are instructed to make observations to the nearest 0.1 degree Celsius, and prior to metrication were instructed to make observations to the nearest 0.1 degree Fahrenheit. In practice, as the figures in Tables 4.1a, 4.1b and 4.1c demonstrate, many observers, prior to 1972 , observed temperatures only to the nearest whole degree. This practice has become less common since 1972, although there continues to be a bias towards observations ending in .0 , something that has also been noted outside Australia (Nese, 1994; Petrovic, 1998). In addition, at present, maximum and minimum temperatures from some automatic weather stations are only archived to the nearest whole degree, as a result of limitations in the codes used for transmission (Wong, pers. comm.).

While mistakes, and failure to observe standards of observation, by observers can result in long-term systematic biases, they more commonly result in short-term errors and are dealt with in that section.

### 4.1.2. Short-term errors

These are errors that affect observations either on a single day or over a period of a few weeks or months. Unless they are especially large, such errors will not have a substantial elfect on mean annual temperatures, but they may be critical in an examination of extremes.

Errors of this type include:

Observer errors: Observer errors recorded include the misreading of thermometers by 5 or 10 degrees, reading the wrong end of the index for maximum and minimum thermometers, failing to reset the thermometers each day, or recording some other climate element (such as the temperature at 0900 or the grass minimum temperature) as the maximum or minimum temperature. These errors were usually isolated, but occasionally persist over a longer period (e.g. Thargomindah in January-February 1963), possibly at times when the regular observer was absent.

Clerical errors: Data received by the Burcau and entered into its computer system were normally keyed twice, until the introduction of improved data management and quality control software in 1994, to minimise the risk of typographical errors in processing (Hutchinson, pers.comm..). Nevertheless, processing errors still occurred, especially as the legibility of the handwriting of some observers leaves something to be desired.

Defective instruments: It was not unknown for an instrument to develop a fault, but for some time to elapse between the fault's occurrence and the removal or replacement of the defective instrument. The obscrved temperatures would therefore be suspect in the intervening period. Torok (1996) notes that the minimum thermometer was particularly vulnerable to faults, and was also less readily replaced than maximum thermometers were. There are, accordingly, more breaks in the minimum temperature record than there are for maximum temperature, especially in remote arcas.

### 4.2. Techniques of development of high-quality temperature data sets

The technique used to develop high-quality sets of daily temperature data consisted of three principal steps. These steps were:

1. A first pass of detection of single-day errors, in order to remove obvious errors from the data scts prior to any attempts to detect long-term inhomogencities.
2. The identification of, and adjustment for, inhomogeneities in the long-term data scts after gross errors had been removed.
3. Spatial analysis of the adjusted temperature data in order to identify stations whose data differ substantially from those of its neighbouring stations.

At this point, it is important to note the distinction between rejected and flagged data. Data may be rejected immediately if it violates a condition which must hold (e.g. maximum $\geq$ minimum). Data which are identified by some of the tests outlined below (e.g. for differing by more than a set amount from its neighbours) are flagged for further examination. This may lead to its ultimate deletion but does not necessarily do so.

| Station name | $\% \mathrm{Of}^{\circ} \mathrm{C}$ temps ending in .0 | $\pi i^{\circ} \mathrm{F}$ <br> temps <br> ending <br> in .0 | Station name | $\begin{aligned} & \text { it of } \mathrm{C} \\ & \text { temps } \\ & \text { ending } \\ & \text { in } 0 \end{aligned}$ | $\begin{aligned} & r_{c}^{\text {of of }} \mathrm{F} \\ & \text { temps } \\ & \text { ending } \\ & \text { in } 0 \end{aligned}$ | Station name | $\pi \text { of }{ }^{\circ} \mathrm{C}$ <br> temps ending in .0 | $\%$ of ${ }^{\circ} \mathrm{F}$ <br> temps <br> ending <br> in 0 | Siation name | $\begin{aligned} & r_{t} \text { of }{ }^{\circ} \mathrm{C} \\ & \text { temps } \\ & \text { ending } \\ & \text { in. } 0 \end{aligned}$ | $\%$ of ${ }^{\circ} \mathrm{F}$ temps ending in .0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kalumburd | 16.1 | 44.2 | Marree | 10.9 | 46.9 | Amberley | 12.4 | 28.9 | Cabramara | 17.5 | 55.7 |
| Halls Creek | 13.4 | 36.6 | Ondnadatta AWS | 13.1 | 26.6 | Brisbane AP | 12.8 | 29.3 | Wagga Wagga | 13.7 | 28.0 |
| Broome | 12.2 | 32.2 | Oodnadata PS | 34.3 |  | Tewantin PO | 17.9 | 48.0 | Wyalong | 20.3 | 79.0 |
| Port Hedland | 11.8 | 27.7 | Ceduna | 14.9 | 30.6 | Tewantin AWS | 10.4 |  | Deniliquin PO | 10.5 | 63.8 |
| Learmonth | 12.3 |  | Porn Lincoln | 21.0 | 63.2 | Thargomindah | 32.5 | 78.9 | Mildura AMO | 15.0 | 30.5 |
| Wittenoom | 13.7 | 61.6 | Snowtown | 16.8 | 6.3 .9 | Tiboobura | 16.5 | 87.9 | . Nhill | 28.2 | 68.1 |
| Camarvon | 13.6 | 29.5 | Adelaide (WT) | 15.3 | 20.4 | Wilcannia | 21.0 | 99.7 | Kerang | 21.0 | 58.3 |
| Meekatharra | 12.0 | 31.7 | Adelaide (KT) | 13.3 |  | Bourke PO | 31.7 | 95.6 | Rutherglen | 26.6 | 77.6 |
| Dalwallinu | $25 . ?$ | 58.3 | Nuriootpa | 17.4 | 28.2 | Bourke AP | 11.8 |  | Gabo Island | 23.7 | 82.4 |
| Geralditon | 14.1 | 30.4 | Mount Gambier | 13.7 | 26.0 | Cobar PO |  | 93.1 | Orbost | 13.8 | 52.9 |
| Perth Aipport | 11.6 | 27.0 | Robe | 25.1 | 61.8 | Cobar MO | 12.1 | 28.6 | East Sale | 12.9 | 30.8 |
| Cape Leeuwin | 25.4 | 78.5 | Thursday Island | 13.2 | 23.8 | Walgett PO | 24.4 | 82.2 | Wilsons Prom | 23.3 | 92.2 |
| Albany Towa |  | 51.5 | Weipa comp | 17.9 | 58.0 | Walgett AP | 24.8 |  | Melboume | 12.5 | 26.9 |
| Albany AMO | 12.5 | 36.2 | Weipa MO | 14.4 |  | Moree PO |  | 94.7 | Laverton | 16.0 | 29.5 |
| Esperance PO |  | 76.7 | Palmerville | 53.5 | 96.5 | Moree MO | 11.7 | 25.7 | Cape Oway | 28.3 | 84.6 |
| Esperance MO | 13.8 | 26.7 | Burketown | 21.9 | 86.7 | Gunnedah | 11.3 | 30.3 | Low Head | 41.1 | 87.5 |
| Cunderdin | 21.2 | 42.6 | Richmond (Qld.) | 26.3 | 65.7 | Inverell PO | 16.3 | 62.6 | Launceston AP | 15.3 | 32.5 |
| Wandering | 22.4 | 5.3 .5 | Cams | 13.8 | 26.4 | Inverell (new) | 10.7 |  | Eddystone Point | 29.6 | 87.4 |
| Forrest AMO | 13.4 | 27.5 | Tounsville | 12.7 | 26.3 | Yamba | 23.9 | 78.1 | Cape Bruny | 24.0 | 89.6 |
| Forrest AWS | 29.4 |  | Mackay' | 13.1 | 26.8 | Coffs Harbour | 12.9 | 27.1 | Hobart | 13.7 | 28.5 |
| Kalgoorlie | 12.6 | 30.8 | Charers T. PO | 20.0 | 6?.5 | Port Macquarie | 30.4 | 77.2 | Grove | 14.6 | 39.9 |
| Giles | 12.4 | 28.3 | Charters T. AP | 17.2 |  | Williamown | 14.3 | 32.8 | Butlers Gorge | 41.0 | 76.9 |
| Darwin Aipport | 13.0 | 26.? | Barcaldine | 16.5 | 32.7 | Scone Soil Cons | 15.5 | 29.3 | Wilis Island | 13.8 | 26.5 |
| Victoria River | 24.4 | 41.1 | Longreach AP | 14.9 | 32.0 | Bathurst ARS | 24.2 | 61.5 | Cocos Island | 13.7 | 29.9 |
| Downs |  |  | Camooweal | 23.2 | 60.9 | Dubbo | 15.1 | 74.7 | Norfolk Island | 14.3 | 31.3 |
| Tennant Ck PO |  | 26.1 | Birdsvide | 26.0 | 93.0 | Sydney | 11.2 | 25.2 | Lord Howe (old) | 14.0 | 30.5 |
| Temant Ck MO | 13.4 | 69.6 | Buulia | 26.4 | 70.9 | Richmond AMO | 14.1 | 31.5 | Lord Howe | 11.7 |  |
| Rabbit Flat | 18.9 | 27.3 | Bundaberg PO | 20.2 | 63.7 | Richmond AWS | 10.9 |  | Davis | 43.3 | 85.6 |
| Alice Springs | 12.3 | 29.1 | Bundaberg AP | 17.5 | \$1.4 | Jeris Bay | 25.2 | 92.3 | Mawson | 31.8 | 75.8 |
| Woomera | 13.9 | 28.4 | Gayndah | 19.2 | 31.5 | Nowra RAN | 12.2 | 28.4 | Macquarie Isiand | 12.6 | 83.0 |
| Tarcoola | 17.0 | 75.4 | Rochhamȩton | 14.2 | 28.4 | Moruya Heads | $27.3$ | $6 \mathrm{~S} .1$ | Casey | $29.4$ | 74.8 |
|  |  |  |  |  |  | Canherta | 13.6 | 78.1 | Casey (new) | 10.5 |  |

Table 4.1a. Frequency of recorded temperatures ending in .0 for Celsius (post-1972) and Fahrenheit (pre-1972)

| Year | Frequency of temp. ending in . 0 | \% over-representation ol temps. ending in .01 | Year | Frequency of temp. ending in .0 | \% over-representation of temps. ending in .01 | Ycar | Frequency of temp. ending in . 0 | \% over-rep- <br> resentation of temps. ending in .01 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1957 | 0.575 | 219 | 1971 | 0.418 | 132 | 1985 | 0.173 | 73 |
| 1958 | 0.588 | 227 | 1972 | * | * | 1986 | 0.172 | 72 |
| 1959 | 0.608 | 238 | 1973 | 0.200 | 100 | 1987 | 0.165 | 65 |
| 1960 | 0.600 | 2.33 | 1974 | 0.203 | 103 | 1988 | 0.165 | 65 |
| 1961 | 0.574 | 219 | 1975 | 0.210 | 110 | 1989 | 0.162 | 62 |
| 1962 | 0.563 | 213 | 1976 | 0.202 | 102 | 1990 | 0.161 | 61 |
| 1963 | 0.518 | 188 | 1977 | 0.209 | 109 | 1991 | 0.155 | 55 |
| 1964 | 0.502 | 179 | 1978 | 0.218 | 118 | 1992 | 0.155 | 5.5 |
| 1965 | 0.506 | 181 | 1979 | 0.222 | 122 | 1993 | 0.157 | 57 |
| 1966 | 0.482 | 168 | 1980 | 0.222 | 122 | 1994 | 0.199 | 99 |
| 1967 | 0.449 | 149 | 1981 | 0.218 | 118 | 1995 | 0.187 | 87 |
| 1968 | 0.426 | 137 | 1982 | 0.190 | 90 | 1996 | 0.164 | 64 |
| 1969 | 0.401 | 123 | 1983 | 0.181 | 81 | 1997 | 0.167 | 67 |
| 1970 | 0.406 | 126 | 1984 | 0.177 | 77 | 1998 | 0.204 | 164+ |

* Changeover from Fahrenheit to Celsius took place in 1972.
- One month's data only.

Table 4.1b. Frequency of temperatures ending in .0, by year

| Latsi digit of recorded <br> temperature | \% frequency |
| :--- | :--- |
| .0 | 18.5 |
| .1 | 7.2 |
| .2 | 10.0 |
| .3 | 7.6 |
| 4 | 9.7 |
| .5 | 1.3 .0 |
| .6 | 10.0 |
| .7 | 8.6 |
| .8 | 8.6 |
| .9 | 6.6 |

Table 4.1c. Frequency of final digit of recorded temperatures ( ${ }^{\circ} \mathrm{C}$ ) over 1973-97 period

### 4.2.1. First pass of detection of short-term errors

### 4.2.1.1. Detection of gross errors

This section consisted of a test to detect gross errors in the data. It is a logical necessity that the maximum temperature on any given day is greater than the minimum temperature on that day, as the following relationship must hold for observations taken at 0900 (as observations generally are in Australia):

Maximum temperature for day beginning at $0900 \geq$ temperature at $0900 \geq$ minimum temperature for day ending at 0900

Furthermore, as the minimum temperature for a given day and the maximum temperature for the previous day are both measured for the 24 hours ending at 0900 , the relationship

Minimum temperature on given day $\leq$ maximum temperature on previous day.

This relationship is only valid where maximum and minimum temperatures are taken over a 24 -hour period ending at the same time, so it may not apply to data which are not taken over the post-1964 standard of a 24 -hour day ending at 0900 local time. This includes the automatic weather station data where the minimum and maximum temperatures are taken at different times (see section 3.3).

Data may also be checked against known extremes for the station, a reasonable range for the region concemed, or some other extreme parameters. While any data that do not fall within an extreme range should be detected by the more detailed tests described later in this section, the rejection of such data at an early stage reduces the number of flagged days which need to be examined individually at that stage, reducing the time necessary for processing.

The data for each station were checked for validity of the maximum and minimum temperature relationships, and against reasonable limits for the region concerned. Data which failed these checks (and were known to have been taken using the standard 0900 observation time) were rejected. If the maximum-minimum temperature conditions were violated, both were rejected unless there was firm evidence, e.g. from fixed-hour observations, that one was correct. Accumulated data, as discussed in scction 3.4, were also rejected at this stage. Data were assumed to be accumulated if they followed one or more missing days, whether or not it was flagged as accumulated in the Bureau's database. As noted in section 3.4, the accumulation flag was not used prior to 1966.

### 4.2.1.2. Examining data for internal inconsistency

In addition to the maximum and minimum temperatures, all of the stations examined in this study take observations of the temperature at certain fixed hours. A few stations take observations eight times per day (at three-hour intervals), many take seven (missing either the 2100 or 0000 LST observation), and most take at least two, usually at 0900 and 1500 LST. A few stations take observations only at 0900 LST.

While all fixed-hour observations have been archived on computer since 1987, prior to that date most stations (with the exception of Meteorological and Regional Offices) only have 0900 and 1500 observations available on computer, even if other observations were taken.

All data were checked for consistency betwcen the fixed-hour observations and the maximum and minimum temperatures, by checking that none of the fixed-hour observations for the period covered by the maximum and minimum temperatures fell outside the limits set by them. Any day on which any fixed-hour observation exceeded the maximum, or fell below the minimum, by $1^{\circ} \mathrm{C}$ or greater was flagged. All maxima or minima thus identified were rejected except in the following circumstances:

- it was clear that the fixed-hour observation was in etror rather than the maximum or minimum temperature. This can be checked by comparison with neighbouring stations or,
at stations with three-hourly observations, the observations preceding and following the one in question.
- some post-1964 data violated this condition solely by virtue of the 0900 temperature from the previous day falling below the minimum, or the 0900 temperature exceeding the previous day's maximum (suggesting that the maximum or minimum temperatures were not taken over the full 24 hours). In such cases the minimum was assumed to be equal to the 0900 temperature from the previous day, or the maximum equal to the 0900 temperature from the following day, as applicable.

While this technique is useful for removing some incorrect observations from the data set, it has a number of limitations. If a maximum temperature is too low, it is likely to be lower than the 1500 observation (at least) and is therefore likely to be detected by this test. However, maximum temperatures which are too high will not be detected by this test. The converse applies to minimum temperatures.

Furthermore, the power of this test is restricted by the limited number of fixed-hour observations available for many stations. While the 1500 temperature, which is readily available for most stations, is usually quite close to the true maximum temperature for the day, the 0900 temperature is often substantially higher (by up to $20^{\circ} \mathrm{C}$ in some cases) than the minimum temperature, which allows large errors to go undetected. The 0600 and 0300 temperatures are much better approximations of the minimum temperature, but these are only available in digital form for a relatively small number of stations, especially prior to 1987. In particular, the relatively common crror of recording the 0900 temperature as the minimum will not be detected by this test if there are no 0300 or 0600 observations.

Finally, this test will not identify suspect maxima and minima on days where the fixedhour obscrvations are missing. It was noticcable, in examining data flagged as suspect by the spatial tests in sections 4.2.1.3 and 4.2.3, that a disproportionately high number of flagged days had one or more missing fixed-hour observations (again, recording the 0900 temperature as the minimum or the 1500 temperature as the maximum are common occurrences in such cases).

### 4.2.1.3. Comparison of data with neighbouring stations

In this part of the testing, data from each station were checked against a number of neighbouring stations. Ideally, stations chosen as neighbours for this part of the test would meet the following criteria:

- not more than 100 km from the candidate station
- at a similar elevation to the candidate station
- a similar temperature regime to the candidate station (ideally, with mean monthly maximum and minimum temperatures having a correlation of 0.9 or greater with those at the candidate station)
- continuous data for the period of record of the candidate station

In practice, very few stations in Australia have a reasonable number of neighbouring stations which satisfy all of the criteria, the exceptions being in inland south-eistern and south-western Australia, which are densely settled enough to support a relatively dense network of stations, but not close enough to the coast for strong temperature gradients to exist. For other stations, these criteria (distance, elevation, correlation of monthly temperatures, length of overlapping record) were used to choose the neighbouring stations used. At least four neighbours were sought for cach station, but in some cases four reasonable neighbours could not be found, either because of the remoteness of the station from other stations (e.g. Kalumburu, Thursday Island, Giles) or because the station was in an environment dissimilar to those of other stations in the vicinity (e.g. Wilsons Promontory).

A full list of the neighbours used for each station in this part of the study is given in Appendix B.

Once the neighbouring stations were identified, the maximum and minimum temperatures at the candidate station on each day were checked against those at the neighbouring stations. If the temperature at the candidate station differed from that at all neighbouring
stations by more than $4^{\circ} \mathrm{C}$, the observation was flagged. This limit was extended to $5^{\circ} \mathrm{C}$ or $6^{\circ} \mathrm{C}$ at some stations (identified in Appendix B) in remote, coastal or high-elevation locations.

Data flagged by this procedure were subjected to more extensive checks to determine whether or not it should be rejected. These checks included:

- checks against fixed-hour observations (for example, comparing a suspiciously high maximum temperature with the 1500 (emperature)
- checks against other stations in the region not used in the initial comparison (for cxample, stations with short records)
- checking for local weather conditions (such as rain or fog) which could result in anomalously low or high temperatures being recorded at a particular station

The decision as to whether or not to reject an observation is inevitably a subjective one. At some stations, large discrepancies with neighbouring stations can occur quite naturally. Fig. 4.1 shows the frequency distribution of differences of January maximum temperature between Robe and its nearest neighbour, Naracoorte. Where a station is known to have a distinct temperature regime, observations were less likely to be rejected. (Using Robe as an example again, a summer maximum temperature substantially lower than Naracoorte, which is much less exposed to the sea, would not arouse suspicion, but one substantially higher would). As an indication of the level at which flagged observations were rejected, a flagged maximum temperature which exceeded the 1500 temperature by more than $6^{\circ} \mathrm{C}$ would normally be rejected, unless there were reasons to believe that it was valid.

The dilemma in such a decision-making process is to set a level of rejection such that all erroneous observations are rejected while no valid observations are rejected. In practice it is impossible to achieve such a result, and it is therefore necessary to accept a certain level of error in order not to reject valid observations. Decisions on the rejection of data were made with this in mind.

This part of the quality control process is most effective in areas where there are several good neighbouring stations. It is least effective for stations with few good neighbouring stations - in general, remote stations and exposed coastal stations.

### 4.2.2. Long-term inhomogeneities

### 4.2.2.1. Identification of discontinuities in the record

As previously discussed in section 4.1.I, there are a number of factors that can result in discontinuities in a long-term climatic record, and considerable attention has been devoted to the problem of adjusting annual and seasonal means in order to reconstruct a homogeneous data set. The methods used in previous studies have, in general, involved the construction of a reference series of some kind to be compared with the data at the candidate station. The chief differences between the methods has been in the methods they use to construct the reference series, and the tests they use to identify inhomogencilies in the time series of temperature differences between the candidate station and the reference serics.

This study dilfers somewhat from previous methods of adjusting climatic data for discontinuities, in that the adjustments are made to daily datal, using the methods described in Chapter 3. The mean monthly data used in the compilation of a reference scries for the identification of inhomogeneities are used only for the purpose of identifying inhomogencities, and not to adjust for these inhomogeneities (except in a few cases early in the record where there were no neighbouring stations with digitised daily data). As such, a long-term non-climatic trend in the reference series (arising, for example, from urbanisation) is important only if its existence masks the existence of a specific inhomogeneity. This, in turn, means that it is possible to use all stations, whether urban or rural, which meet standards of adequate length of overlapping record and correlation with and distance from the candidate station in the compilation of a reference series.

Fig. 4.1. Frequency distribution of January daily maximum temperature differences between Naracoorte and Robe


### 4.2.2.1.1. Construction of a reference series

A candidate station for the reference series would, ideally, meet criteria along the same lines as those used in the selection of neighbouring stations in the tests in section 4.2.1.3, although the reduced spatial variability of monthly mean, as opposed to daily, temperatures results in a wider potential radius over which well-correlated comparison stations can be found. The criteria which would, ideally, be satisfied by a comparison station would be:

- near the candidate station
- have a similar temperature regime to the candidate station
- have a long and homogeneous record of its own

In order to allow comparison stations to be chosen objectively, these indicators may be (partially) quantified as follows:

- proximity: distance from the candidate station
- simitar temperature regime: cortelation of monthly temperature anomalies between candidate station and comparison station
- long record: number of months with data at both candidate and comparison station

There is no simple objective method of quantifying the homogeneity of records at comparison stations, without subjecting them to the same procedures as the candidate stalions. In practice, as candidate stations have been chosen on the basis of having a potential high-quality record in the first place, the length and homogencity of the record at comparison stations is likely to be less than that of the candidate station.

There are a total of 1587 stations in Australian with some maximum or minimum temperature data, although many of these have short records (some only a few months or years). This number makes it impracticable to assess the individual merits of each station as a comparison station subjectively, making objective criteria desirable.

There is no simple way of determining the homogeneity of the data at all of the comparison stations (as, at this point of the analysis, we have no homogeneous data sets with which to compare them). The use of a large number of neighbouring stations, however, will minimise the impact of an inhomogeneity at any one comparison station on the reference series, unless there is an inhomogeneity which affects a large number of stations simultaneously. Torok (1996) notes the introduction of the Stevenson Screen through much of Victoria in 1908 as one such inhomogeneity; however, very little of the data used in this study were from the pre-1908 period. The introduction of daylight saving is another possible large-scale inhomogeneity and was discussed further in section 3.3.

One method of minimising the impact of a discontinuity in a comparison station is to use a time series of month-to-month changes in temperature anomaly, rather than the anomalies themselves. This has the advantage of confining the impact of a discontinuity at a comparison station to a single data point (the month in which the discontinuity occurs), but, as discussed later, has disadvantages which outweigh this advantage when used for monthly data.

As potential comparison stations with long, continuous records are few and far between (and non-existent in many cases), there will be changes through time in the set of stations from which a reference series is compiled. Again, as long as there are a large number of comparison stations, one station entering or leaving the scrics should not affect the series greatly. A potential discontinuity arises if a large number of stations enter or leave the reference serics simultaneously. As noted in Chapter 2, there are three occasions on which data commences or ceases from a large number of stations simultancously: 1908, 1957 and 1965. The 1957-1964 break in data at many stations, especially in New South Wales, is of particular interest to this study. A spurious discontinuity in the reference series, if any arose from this cause, could have two effects: it could cause a spurious inhomogeneity to be identified at the candidate station in 1957 or 1965 , or it could mask a genuine inhomogencity around that time. The former is of limited relevance as, in such cases, the adjustment scheme in section 4.2 .2 will produce a near-zero adjustment. The latter is of greater concern.

Torok (1996), who used a similar set of criteria for the choice of comparison stations, carried out a series of tests in which he computed a reference series using different values for the station selection criteria. While the method of compilation of his reference series differs from that used here, and therefore his findings should be applied to this study with some caution, he found that the choice of station selection criteria, while affecting the absolute valuc of the reference series, did not have any effect on the location of discontinuities, which is the matter of interest here.

The selection criteria eventually used in this study for comparison stations were:

- nominal distance between candidate and comparison station $<6$ units
- correlation of monthly temperature anomalies between candidate and comparison station $>0.6$
- at least 120 months (not necessarily continuous) of overlapping data between the candidate and comparison station

For the purpose of this section, the nominal distance, $d$, equates to the straight-line distance assuming the latitude-longitude grid to be a regular grid, and is calculated using the formula:
$d^{2}=(\text { latitude ol candidate }- \text { latitude of comparison })^{2}+($ longitude of candidate - longitude of comparison) ${ }^{2}$

The nominal distance, rather than actual distance, is used in this section for computational simplicity.

This is not strictly equivalent to distance, as the distance between longitude points on such a grid decreases with increasing latitude, but is much simpler to handle computationally than is distance. $1^{\circ}$ of longitude equates to 109 km at latitude $10^{\circ} \mathrm{S}$ and 79 km at latitude $45^{\circ} \mathrm{S} .1^{\circ}$ of latitude equates to 111 km everywhere. A value of $d=6$
equates to between 530 and 670 km over mainland Australia, depending on latitude and direction. Note that a side-effect of this method of calculating distance is that, in northern Australia, comparison stations are considered from a slightly wider radius than they are in the south, which compensates in part for the north's lower station density.

As potential comparison stations had data covering differing periods, the monthly temperature anomalies for a station, as used for the calculation of corrclations ( $r$ ), were calculated with respect to means for all available years at that station, rather than using a standard normal (1961-90, for instance), which would have excluded stations with insufficient data in the 1961-90 period but more data in earlier years.

The next issue to resolve is how to combine the data from all of the comparison stations into a reference series. There are a number of methods of varying sophistication of achieving this. Desirable attributes of the combination scheme include:

- insensitive to outliers
- representative of conditions at the candidate station
- computationally simple

The most computationally simple scheme is an arithmetic mean of the tempcrature anomaties at all candidate stations. This, however, fails to meet the second desirable altribute, ats a well-correlated station near the candidate station will have the same weight as a distant, poorly-correlated station (in as much as such are allowed by the selection critcria).

Torok (1996) uses the median of the interannual differences of temperature at each station in the reference series, and then uses these median differences to reconstruct a reference series. This was the first approach attempted in this study. One major difficulty with such an approach is that a sum of interannual differences is sensitive to small variations at the start of a record (when data are relatively scarce) and that small errors (for example, in rounding) can accumulate over the course of a record. Even at the annual timescale, the sensitivity is such that Torok found that a small change in the criteria for
selecting comparison stations resulted in a $3.4^{\circ} \mathrm{C}$ change in the 1990 value of the reference series for minimum temperature at Mildura. This compounds considerably when monthly data are used, as the number of data points increases twelve-fold. It was found in trials that using re-summed interannual differences frequently resulted in cumulative anomalies in excess of $10^{\circ} \mathrm{C}$ by the end of the record. While this does not matter if the points of discontinuity are still apparent (as was the case in Torok's work for annual data), the existence ol such an artificial trend is clearly not desirable in a reference series and the use of intermonthly differences was therefore not considered further.

Returning to the use of the temperature anomalies themselves in a reference serics, the simplest methods for combining them are using a median or weighted mean. A median has the advantage that it is less sensitive to outliers than is a mean. Its disadvantage is that there is no simple way of weighting a median to give greater weight to ncarby stations (or well-correlated stations) than more distant stations.

A weighted mean was ultimately used. This used the weighting function:
$w=(r x(\sigma-d))^{2}, r>0.6, d<\sigma$
$w=0$, if $r \leq 0.6$ or $d \geq 6$

The requirements for such a weighting function are that it give greatest weight to nearby stations which are well-corelated, but not to such an extent that a single station located very close to the candidate station would dominate the reference series (which would give excessive weight to any anomalous monalh or inhomogeneities at this station). To give an example of how the function behaves with increased distance from, and decreased correlation with, the candidate station, the weighting function, $w$, used has a maximum value of 36 , while a station with a 0.8 correlation of mean monthly temperatures with the candidate station and at a distance $d=3$ produces a $w$ value of 5.76 .

The resultant weighted mean temperature anomaly is given by:
$a=\left(\Sigma w_{i} a_{i}\right) /\left(\Sigma w_{i}\right)$, where $a_{i}$ is the temperature anomaly for the month at station $i$ and $w_{i}$ is that station's weight.

### 4.2.2.1.2. Using the reference series to identify inhomogeneities

The first step in using the reference serics to identify inhomogeneitics is to produce a time series of the difference between the monthly values of the reference series and the monthly temperature anomalies at the candidate station. Discontinuities in this time series of temperature difference will indicate the location in time of potential inhomogeneities of temperature at the candidate station. It is important to note that the procedure followed in this section is used only to identify potential discontinuities, and that other procedures (which are described in section 4.2.2) are used to adjust the data for these polential discontinuities. As such, it is more important to identify all potentiall significant discontinuities than it is to exclude discontinuities which are not statistically significant.

There have been many statistical tests developed, as discussed in Chapter 1, both inside and outside the field of climatology, for the purpose of identifying discontinuitics in time series. The test used for this section of the analysis was the two-phase regression model, based on that used by Solow (1987) and Easterling and Peterson (1995).

The two-phase regression model is carried out as follows:

A segment of the time series (initially, the whole series) is taken. Taking $i$ and $j$ as the starting and finishing points of the segment and $d_{k}$ as the value of the difference time series in month $k$, for each point $k$ between $i$ and $j$, regression was used to fit separate linear relationships to each of the two parts of the segment between months $i$ and $k$, and between $(k+1)$ and j . The two regression lines were not constrained to meet between points $k$ and ( $k+1$ ) (as carried out by Easterling and Peterson, but not by Solow). A residual sum of squares was then calculated for the two relationships. The formula for this was:
$R S S_{2, k}=\sum_{m=i}^{k}\left(d_{m}-\left(a_{1}+b_{i} m\right)\right)^{2}+\sum_{m=k+1}^{j}\left(d_{m}-\left(a_{2}+b_{2} m\right)\right)^{2}$
where $\begin{array}{ll}a_{1}, a_{2}, b_{1}, b_{2} \quad & \text { were the regression coefficients for the two } \\ \text { relationships }\end{array} \quad \begin{aligned} & \text { was the value of the difference serics in month } m\end{aligned}$

The value of $k$ which minimised the value of $R S S_{2, k}$ was flagged as the value of a potential discontinuity, providing that $k$ was between $(i+18)$ and $(j+/ 8)$, that is, all flagged discontinuities were required to be at least 18 months apart. (This is to prevent a single anomalous month near the start or end of a record from being identified as a spurious inhomogencity).

The significance of the two-phase fit was estimated using the likelihood ratio statistic

$$
U=\frac{\frac{R S S_{1}-R S S_{3}}{3}}{\frac{R S S_{2}}{n-4}}
$$

from Solow (1987):
where RSSS is the residual sum of squares for a single linear fit of the time series over the full interval
$R S S_{2}$ is the minimum value of $R S S_{2, k}$ as determined above
$n \quad$ is the number of data points in the full interval

This test statistic is F -distributed with 3 and ( $n-4$ ) degrees of freedom. The $99 \%$ significance level of such an F-distribution is 3.78 for $n=\infty$, increasing to 3.95 for $n$ $=120$ (i.c. 10 years of data), 4.13 for $n=60$ and 4.72 for $n=24$, with the effective number
of degrees of freedom (and hence the effective value of $n$ ) possibly being further reduced if the difference series is autocorrelated. It follows from this that all discontinuities significant at the $99 \%$ level must have a $U$-value of at least 3.78 . For the purpose of identifying potential discontinuities, all discontinuities with a $U$-value greater than 3.78 were flagged, for computational simplicity, regardless of the value of $n$. This will result in some non-significant discontinuities being flagged, particularly where $n$ is small. As discussed earlier in this section, this should not greatly affect the results, as the adjustments for such non-significant inhomogeneities will be small.

The procedure was then repeated for the two parts of the time series separated by the flagged discontinuity. This process was repeated for each segment until cither:
(a) a segment contained no discontinuity significant at the $99 \%$ level
(b) the time period between the start and end of a segment was less than 36 months or (c) there were fewer than 10 data points in a segment (this could happen in a scgment which satisfied (b) if there were missing data.

All significant discontinuities identified by this procedure were then checked against at graph of the difference series. Some of the 'discontinuities' were thus found to be a result of data 'spikes' lasting for a few months. In such cases the data for the months concerned were deleted and the 'discontinuity' ignored.

An example of a plot of the difference series for a station, and the discontinuitics thus identified, is given in Fig. 4.2.

### 4.2.2.2. Adjustment for discontinuities

Once potential inhomogeneities in the monthly mean temperature time series are identified, the question arises of the most appropriate method of adjusting the data in order to produce a homogeneous series of daily temperature data. This was discussed at length in section 3.2. In brief, any adjustments based on monthly or annual mean temperature data may be inappropriate for daily data, as they implicitly assume that any

Fig. 4.2. Example of a temperature difference series - Bathurst ARS, minima

event at a station which leads to an inhomogeneity will result in the same change in temperature on a day, regardless of the conditions on that day. It is shown in section 3.2 that this is not a valid assumption, and thus applying adjustments based on mean monthly or annual temperatures will not necessarily result in the creation of a homogeneous daily time series.

The method of frequency distribution matching, as discussed in section 3.2, was used throughout (except where there were no adequate neighbouring daily data - these cases are discussed later). Its implementation was as follows:

## (a) When overlapping data exist

This method was used where overlapping data exist on either side of the inhomogeneity for example, where a composite is being created of two neighbouring sites and the first site did not close until some time after the second site opened. Examples of this include Moree (Post Office closed 1966, Met. Office opened 1964) and Longreach (Post Office closed 1973, Met. Office opened 1966).

For the period of overlapping records, the frequency distribution of maximum and minimum temperature for each of the 12 months was calculated for cach of the two stations. The $5,10,15, \ldots, 95$ percentile valucs were ealculated from this distribution for each station in cach month.

If we tel these points be $T_{i, k}$, , where $i$ is the month, $j$ the station and $k$ the percentile level (for example, $T_{3.1,7 u}$ would be the 70th percentile of temperature at station I in March), then we can define the difference in the percentile values:

$$
d_{i, k}=T_{i, j, k}-T_{i j, k}, \text { for } k=5,10,15, \ldots, 95
$$

This was extended to all values of $k$ by linear interpolation between the successive percentile difference points between $k=5$ and $k=95$, and by setting $d_{i, k}=d_{i, 5}$ for $k<5$, and $d_{i, k}=d_{i, 95}$ for $k>95$.

Once this set of difference points was calculated for a pair of stations, the older station's data were then adjusted to be consistent with that at the later station. This was done for each temperature at the older station, $T_{l}$, by finding its percentile level, $m$, in the frequency distribution of data for the overlapping period. In the cases where $T_{l}$ lies between $T_{i, L, S}$ and $T_{i, i, 95}, d_{i, m}$ was found by linear interpolation between the values of $d_{i, k}$ and $d_{i,(k+5)}$ for a value of $k$ (where $k$ is a multiple of 5) such that the relationship $T_{i, 1, k} \leq T_{l}$ $\leq T_{i, l,(k+5)}$ is satisfied,. Using this value of $d_{i, m}$, the adjusted temperature $T_{2}$ can then be found by using:

$$
T_{2}=T_{1}+d_{i, m}
$$

If $T_{l}$ lies outside the interval between $T_{i, I, 5}$ and $T_{i, I, 95}$, then the same equation may be defined using $d_{i, 5}$ or $d_{i, 95}$ as appropriate.

In the period when data only existed from the first station, $T_{2}$ was taken as the adjusted temperature. On days during the period of overlap when data existed from both stations, the adjusted temperature was taken as the mean of $T_{2}$ and the temperature at the second station.
(b) When overlapping data do not exist

This technique was used either where a discontinuity was identified in 4.2.2.1 without a change in station number, or where two separately numbered stations were being combined into a composite with little or no overlapping data between the two. In the case of a single-station discontinuity, the data from before and after the discontinuity were treated as if they were from two separate stations.

For each pair of stations, up to four neighbouring stations were identified with (preferably) at least five years of continuous data on either side of the change/discontinuity

For a given temperature $T_{l}$ at the first (older) station, a 'nominal' temperature was calculated for each of the neighbouring stations, $T_{l, n}$, for $n=1,2,3,4$. This was done using the same procedure as used in calculating $T_{2}$ in part (a). In these cases, the period of overlap used for calculating the overlapping frequency distributions was the 5 years ending on December 31 in the year prior to the discontinuity, unless these 5 years included another identified discontinuity, in which case only data after that second discontinuity were used. The 5-year period was used to maximise the amount of available comparison data whilst minimising the possibility of a discontinuity at the comparison station distorting the frequency distribution there, while the choice of December 31 as the end-point was aimed to minimise the possibility that data from after the point of discontinuity would be included in the comparison, should the actual discontinuity be a few months earlier than the position identified by the procedure in section 4.2.2.1.

Each of the nominal temperatures $T_{l, n}$ was then adjusted to be equivalent to a temperature at the second candidate station $T_{2, t}$, again using the sume procedure, this time with the overlap period being the 5 years commencing on January 1 in the year following the discontinuity, or the period ending at the next identified discontinuity at the candidate station if that is within the 5 -year period.

The linal adjusted temperature, $T_{2}$, was then calculated as the mean of all of the values of $T_{t, n}$ for the various values of $n$.

## (c) Adjustment using mean monthly values

In some cases, mostly in the period prior to 1957, discontinuities were identified using monthly temperature data by the procedure in section 4.2 .2 .1 , but there were little or no digital daily data available from neighbouring stations for use in the procedures used in cases (a) and (b).

In these cases, it was necessary to adjust the daily temperature data using monthly data. As already discussed, this is not an ideal solution, as such adjustments will capture
changes in mean temperature, but not its variability, but it is the best solution possible with the data available.

The mean of the difference series (defined in section 4.2.2.1) was found for each of the 12 months in the 5 -year periods ending on 31 December of the year prior to the discontinuity, and commencing on 1 January on the year following it. The difference between these means was then calculated. Each of the daily temperatures prior to the discontinuity was then adjusted by the appropriate monthly difference for that month.

### 4.2.3. Spatial analysis of data for error detection

The final step in the creation of the high-quality daily temperature data set was an additional spatial analysis of the data. This was done by interpolating daily temperature anomalies at each station onto a $\times 1$ degree latitude-longitude grid, and examining plots of the gridded data for points where the data differed substantially from that at neighbouring grid points. On a plot of gridded data, this will appear as a 'bullseye'. This test is useful in examining days on which there are no data from the comparison stations used in 4.2.1.3, but the data still differ substantially from that at stations further afield.

The first step in this process was to create the series of daily temperature anomalies at each station. Anomalies were used in this process rather than the actual temperalures, in order to make use of more spatially coherent data and minimise the extent to which suspect data points were being masked by real temperature gradients, which can be very sharp near the coast and in regions with high local relief.

The adjusted data derived in 4.2 .1 and 4.2.2 were used throughout. In order to prevent contamination from the analysed data by urbanisation, Sydney, Melbourne, Adelaide and Perth Airport were not included in the analysis. As all of these stations have digitised 3hourly temperature data available for the full post-1957 period and are located in areas of high station density, it was assumed that any errors at these four stations would be detected by the methods used in 4.2.1. As many of the daily data series commenced in 1957, the gridded analysis was commenced in that year.

The maximum and minimum temperature anomalies were calculated using a smoothed mean for the day of the year in question. These smoothed means were calculated by calculating the mean maximum and minimum temperature for each day of the year for the 30 -year period between 1961 and 1990. These daily means were then smoothed using an 11 -day running mean.

The Barnes successive correction technique was used to interpolate the daily temperature anomalies at each station onto a regular grid. This technique is used for operational rainfall and temperalure analyses in the Burcau of Metcorology. Major references for the technique include Koch el al. (1983), and Barnes (1994a, 1994b), while applications in the Australian context include those of Jones and Weymouth (1997), Mills et al. (1997) and Jones and Beard (1998).

The technique is discussed in more detail, and compared with other techniques for interpolating data onto grids, in Chapter 8. For the time being, it will sulfice to describe the echnique as it has been applied in this study.

Four passes, with varying length scales, of the successive correction technique were used. The a-th pass was defined by the equation:

$$
T_{\Delta( }(i, j)=T_{(a b}(i, j)+\frac{\sum_{k=1}^{N} w(r)\left(\eta(k)-T_{(w, n)}(x(k), y(k))\right)}{\sum_{k=1}^{N} w(r)}
$$

At each pass $a$, the value of the analysed temperature anomaly $T$ at a grid point $(i, j)$ is given by:

$$
w(r)=\exp \left(\log _{\epsilon}(0.5) \frac{r_{2}}{\gamma D^{2}}\right)
$$

where $w(r)$ is a weighting function given by:
and

| $T(k)$ | is the temperature anomaly at station $k$ |
| :--- | :--- |
| $N$ | is the total number of stations |
| $T_{a}(x(k), y(k))$ | is the analysed temperature at the co-ordinates $(x, y)$ of station $k$ on |
| the $a$-th pass |  |
| $r$ | is the distance between station $k$ and the grid point (i,j) |
| $\gamma$ | is a convergence value whose value is varied with each pass |
| $D$ | is a length scale parameter chosen such that $w(r)=0.5$ when $\gamma=1$ |

The parameters which can be varied, depending on the purpose of the analysis, are the first-guess field $T_{0}(i, j)$, the number of passes, the scale parameter $D$ and the convergence parameter $\gamma$. In this analysis, climatology was used as the first-guess ficld and thus the temperature anomaly $T_{0}(i, j)$ was set to 0 for all $i$ and $j$. Four passes were used with $D=$ 500 km and $\gamma=1.00,0.36,0.04$ and 0.04 for the four passes. This corresponds to an effective length scale (the distance $r$ at which $w(r)=0.5$ ) of $500,300,100$ and 100 km respectively.

The analysed value of $T$ at each station, $T_{a}(x(k), y(k)$, was interpolated from the four surrounding grid points using an order 2 Lagrangian function.

In this analysis, $w(r)$ was set to 0 for all $r>1000 \mathrm{~km}$ in each of the passes, in order to prevent the possibility that a very remote station might influence an analysis point excessively if any data were missing in data-sparse areas (for example, if no observation was made at Giles the nearest stations that could be used on that day would be Alice Springs, Rabbit Flat (post-1969), Forrest and Meekatharra, and there would be some grid points which would be more than 500 km from the nearest station). This proved to be a
largely unnecessary precaution as the most remote stations used, Giles and Alice Springs, both have a very low proportion of missing data.

The calculation of 40 years of gridded temperature data was computationally intensive - it took approximately 3 hours to run on the Bureau of Mcteorology's NEC supercomputer.

Once the gridded data are generated, the next question is how to use them in order to identify erroncous data. As discussed earlier in section 4.2.1, it is not possible to use comparison techniques to be able to state positively that an obscrvation is right or wrong; rather, the techniques presented are used to flag potential crroneous data for further examination.

There are two possible automated techniques for detecting erroneous data: crossvalidation and examining the difference between the value at a certain grid point and those at grid points a given distance away, with differences above a certain level being flagged. Cross-validation is an approach often used with operational analyses and is the most objective method of flagging erroneous data. However, when 40 yearts of data are heing examined, the computational reguirements of re-analysing the data with cach of the stations sucecssively deleted becomes impracticably great (given the computer time recpured for a single analysis). Using some kind of difference criterion on the existing grided set could be feasible, athough one complication that would need to be resolved is that each station has a different 'footprint' of grid points that are influeneed by an erroncous value at that station (for example, Fig. 4.3 shows the impact of an observation al Cunderdin, WA which was approximately $5^{\circ} \mathrm{C}$ too low), with the more remote stations influencing a larger area than those in denser parts of the observational network, and any Hagging seleme would have to find some way of ensuring that the comparison gridpoints were outside that footprint.

In this study, each of the daily analyses was examined manually. This was a timeconsuming task but did allow potential erroneous gridpoints to be readily identified. In general, areas where the temperature anomaly differed from that analysed in the wider region by more than $4^{\circ} \mathrm{C}$ were regarded as suspect and the station(s) within them had their
data subject to further examination, along the lines of the procedures used in 4.2.1. Any data identified as erroneous after that step were deleted from the final data set.

### 4.3. Summary

In this chapter, a high-quality daily temperature data set has been defined. This data set will form the foundation of remaining analyses in this study, including the analysis of trends in the frequency of extreme events and the relationship between the frequency of extreme events and the El Niño-Southern Oscillation.


Fig. 4.3. The impact of erroneous observations on spatial temperature anomaly analyses

## Chapter 5

## The Australian record high temperature - fact or fiction?

### 5.1. Introduction

The temperature of $53.1^{\circ} \mathrm{C}$ recorded at Cloncurry on 16 fanuary 1889 has been generally accepted as the highest temperature recorded in Australia. In more recent times Australia's hottest days have been recorded in other regions of the continent, giving rise to suspicions about the authenticity of the Cloncurry record. This temperature has not been approached since 1910, which is regarded as the earliest date for which one can have confidence in the full Australian climatological record, because of instrument changes, and the earliest date at which reasonable spatial coverage is available in Australia (Torok and Nicholls, 1996; Torok, 1996). In the post-1910 period, there have been only three obscrvations of $50^{\circ} \mathrm{C}$ or greater, the highest being $50.7^{\circ} \mathrm{C}$ at Oodnadatta on 2 January 1960 . If this reduction in the frequency, and change in the location, of extreme high temperatures is real, it represents a potentially significant change in the Austalian climate over the last century, particularly in the light of substantial evidence that mean temperatures have wamed since 1910 (Torok and Nicholls, 1996).

Reasonably comprehensive national records of daily maximum and minimum temperature are available in digital form since 1957. Fig. 5.1 indicates the sites where temperatures in excess of $48^{\circ} \mathrm{C}$ have been recorded since then. These are concentrated in two regions, the central west of Western Australia and a belt extending north-cast to south-west from the far south-west of Queensland and north-western New South Wales to the Nullarbor region of Western Australia and South Australia. The nearest station to Cloncurry to have reached $48^{\circ} \mathrm{C}$ since digital daily records arc available is Birdsville, approximately 600 kilometres to the south.

There have been some past investigations of the Cloncurry observation (e.g. Longton, 1975). These, however, were confined to checking that the reading was correctly
transcribed from the original manuscript, and did not consider the possibility that the observation may not have been a true indication of the temperature on that day. Longton (1975) found no evidence that the observation was incorrect.

Doubts about the validity of extreme high and low temperatures are not confined to Australia. Fantoli (1958) and Whittle (2001) raise queries about the gencrally accepted highest temperature in the world, an observation of $58.0^{\circ} \mathrm{C}$ at Al Azizia, Libya, in September 1922, whilst Stepanova (1958) discusses doubts about the lowest temperature recorded in the (former) Soviet Union, noting that several observations widely quoted in non-Soviet sources had no known basis in the Soviet literature - something which illustrates that an extreme observation, irrespective of how suspect its original basis was, is very difficult to reject once it appears in the literature. Court (1963) notes that some extremes (specifically, the North American record low) were recorded at temperatures outside the design range of the instruments used, introducing additional sourccs of uncertainty.

### 5.2. Uistorical background of Cloncurry and comparison stations

A meteorological station was opened at Cloncurry in January 1888. Many Queensland stations were being opencd at the time. The Queensland Metcorological Burcau was established in January 1887 as a branch of the Post and Telegraph Department, and by mid-1888 more than 100 stations were operating (Donaldson 1888). These stations were divided at the time into three categories, these being first, second and third order stations. Amongst the equipment noted as being supplied to first and second order stations was a 'Stevenson's double-louvred thermometer screen', while the notes for third-order stations simply specified 'a thermometer screen'. This distinction may or may not have been intentional. The report has been interpreted as meaning that all stations in Queensland were using Stevenson screens by 1888 (e.g. Parker 1994), but the distinction in wording suggests that any implication that Stevenson screens were in use at third-order stations is open to doubt. Cloncurry was a third-order station in 1888, as were the other two stations whose data are used in this paper, Boulia and Winton. By 1892, it had been upgraded to a


second-order station (Wragge, 1892). The locations of these stations are given in Fig. 5.2.

The catalogue Climatological Stations: Queensland and Tasmania (unpublished journal: lodged in the National Meteorological Library at the Bureau of Meteorology) notes that a Stevenson screen was installed at Cloncurry on 6 February 1889. It is possible that this could have been a replacement for an existing Stevenson screen but, as the station had only been in existence for 13 months at the time, this seems unlikely. The more probable scenario is that some other kind of stand was in place at Cloncurry from the opening of the station until 6 February 1889. The note for 6 February 1889 also indicates against the supply of a Stevenson screen: 'old screen presumably uscless' and further that the maximum and minimum thermometers were 'defective'. It is not clear for how long prior to 6 February 1889 the instruments or screen (of whatever type it was) had been delective.

A Stevenson screen was installed at Boulia on 13 March 1896, although, as at Cloncurry, it is not definitely known what type of screen was in use prior to this date. No monthly mean temperature records for Winton appear in the Bureau of Metcorology's archives prior to 1938, but entries in Climatological Stations: Queensland and Tasmania suggest that the station has been open since 1888. A Stevenson screen was supplied there on 4 December 1891. It was a third-order station, which again opens the possibility that the sereen in use there in 1888/89 may not have been a Stevenson screen.

Parallel records of monthly mean maximum temperature were obtained from the Bureau of Meteorotogy's digital archives for the Cloncurry and Boulia sites for the period from January 1888 to the closure of the Cloncurry site in 1975. The Cloncurry site moved from the Post Office to the airport in 1950, but Torok (pers.comm) did not find any evidence of a discontinuity in mean maximum temperature arising from this move; nevertheless, post1950 records have not been used in the comparison of monthly mean temperatures between the two sites. Records of monthly mean maximum temperature for Winton are only available in the Bureau's digital archives from 1938, and are not used in this study. Digital records of daily maximum (and minimum) temperature are only available from

1939 at Cloncurry and 1957 at Winton and Boulia, but copies of original manuscripts were obtained for Cloncurry and Winton covering the period between November 1888 and January 1889.

### 5.3. Comparison of monthly mean temperatures between Cloncurry and Boulia

Fig. 5.3 shows the difference in anomalies of mean monthly maximum temperature (measured relative to the means from the period of digital daily records) between Cloncurry and Boulia over the 1888-89 period. This shows that Cloncurry's mean monthly maxima were anomalously high from November onwards, reaching a peak in December and January. The mean for December 1888 at Cloncurry is cited as $41.1^{\circ} \mathrm{C}$ in the Bureau of Meteorology records, but the mean of the daily maxima for the month was $44.7^{\circ} \mathrm{C}$. This suggests that the mean was identified as suspect and adjusted at some stage, possibly at the time of initial processing. This was not an uncommon practice at the time (Torok, pers.comm.). Despite showing an even larger anomaly relative to Boulia, the January 1889 mean was not adjusted, perhaps because the absolute temperature was lower $\left(42.9^{\circ} \mathrm{C}\right)$ and therefore did not arouse suspicion. Furthermore, numerous media reports of heatwaves in the 1920's and 1930's, as well as a letter written in 1938 by the then Commonwealth Metcorologist, W.S. Watt, refer to the Australian record high temperature as being $125^{\circ} \mathrm{F}\left(51.7^{\circ} \mathrm{C}\right)$ at Bourke, suggesting that, at the time, the Cloncurry obscrvation maly not have been recognised.

A multiple regression was carried out, using data from the period between 1890 and 1950, to estimate the mean January maximum lemperature at Cloncurry using mean January maximum temperature at Boulia (correlation with mean January maximum temperature at Cloncurry, $\mathrm{r},=0.80$ ) and total January monthly rainfall at Boulia $(\mathrm{r}=-0.62$ ) and Cloncurry ( $\mathrm{r}=-0.70$ ) as the independent variables. Fig. 5.4 shows this regression, which explained $84 \%$ of the variance in the Cloncurry mean maxima. This procedure predicted a January 1889 mcan maximum temperature at Cloncurry of $38.4^{\circ} \mathrm{C}$, which was $4.5^{\circ} \mathrm{C}$, or 3.82 standard deviations, lower than that actually recorded. The residuals for the 1890-1950 period are approximately normally distributed; in a normal distribution, such a



Fig. 5.3. Difference in monthly mean temperature anomalies (Cloncurry - Boulia), 1888-1889


Fig. 5.4. Cloncurry mean January maximum temperature predicted by multiple regression, using 1890. 1950 data

value could be expected once in approximately 13,000 observations.

### 5.4. Daily temperatures at Cloncurry and Winton

Daily maximum and minimum temperatures were not readily available from Boulia for the period of interest, but they were available from copies of original manuscript records for Cloncurry and Winton for the period from November 1888 to January 1889. Fig. 5.5 shows the difference between the maximum temperatures at these sites over this period. Over most of the three-month period, the 11-day running mean of the temperature difference is near zero, but it exceeds $2^{\circ} \mathrm{C}$ in early December and mid-January.

Fig. 5.6 shows the frequency distribution of the difference between the daily maximum temperatures of Winton and Cloncurry during the period for which daily records are available for both stations in the Bureau of Mctcorology's digital database (1957-1975), on days when the temperature at Winton exceeded $40^{\circ} \mathrm{C}$. The mean annual number of such days is 29 . The greatest positive difference observed on such a day in this 19-ycar period was $2.8^{\circ} \mathrm{C}$. The $1888-89$ summer contained 17 days with temperature differences greater than this, teaching a peak of $8.6^{\circ} \mathrm{C}$ on December 6, 1888 . On 16 January 1889, the maximum temperature at Winton was $49.0^{\circ} \mathrm{C}, 4.1^{\circ} \mathrm{C}$ lower than that at Cloncurry.

### 5.5. Possible explanations for the anomalously high temperatures at Cloncurry in the summer of 1888-89

The evidence presented ahove suggests that the maximum temperatures at Cloncurry were uncasonably high during the summer of 1888-89, and in particular in carly December 1888 and mid-January, 1889.

The most likely cause of such a discrepancy is that the Cloncurry thermometer was exposed to excessive solar radiation during this period. As noted previously, it is likely that a non-Stevenson shelter was in use at Cloncurry at the time. If a Stevenson screen had been in use at Boulia, it would be expected that anomalously high maximum temperatures would have been recorded at Cloncurry (relative to Boulia) throughout 1888 , but there is no evidence of any such anomalies prior to November. This, together with the documentary evidence of Stevenson screens being instalied at all three stations at later dates, suggests that non-Stevenson screens were in use at both Cloncurry and Boulia, and probably at Winton as well. As noted earlier in Chapter 3, this was common at many Australian stations at this time.

In parlicular, the Glaisher stand was in common use in many parts of Australia until about 1910, particularly in South Australia and the Northern Territory (Nicholls el al., 1996b; Torok, 1996), although other stands and instrument exposures apart from the Glaisher stand were in widespread use in Qucensland during the 1880s (Nicholls et al. 1996b). The Glaisher stand consisted of a vertical board, shaded from above, on which the thermometers were mounted. It could be rotated to keep the instruments shielded from the direct rays of the sun.

Stevenson screens progressively replaced other types of shelters through the period prior 10 1910. This process took place earlier in Queensland than in most other states (or colonies as they were then), as the then Government Metcorologist, Clement Wragge, was a keen proponent of the Stevenson screen (Parker, 1994).

Thermometers in a Glaisher stand were shielded from the direct rays of the sun, but were still open to radiation from the ground, part of the sky and surrounding objects, and hence higher mean maximum and lower mean minimum temperatures were recorded on them than on those in a Stevenson screen, even when the stand was operated correctly (Laing 1977; Parker 1994). The difference in mean temperatures over 61 years of parallel obscrvations at Adelaide was approximately $0.2^{\circ} \mathrm{C}$ throughout the year for minima, and ranged from $0.2^{\circ} \mathrm{C}$ in winter to $1.0^{\circ} \mathrm{C}$ in summer for maxima (Nicholls et al. 1996b),

Fig. 5.5. Difference in daily maximum temperature (Cloncurry - Winton), November 1888 - January 1889


Fig. 5.6. Frequency distribution of difference in daily maximum temperature (Cloncurry - Winton) on days exceeding 40 degress $C$ at Winton, 1957-1975


Furthermore, if the stand was not rotated as required, the instruments could be exposed to direct sunlight. In temperate latitudes this was most commonly a problem in the morning and evening, but in the tropics the seasonal reversal of the direction of direct sunlight also had to be taken into account. There have been no similar comparisons done over such periods between the Stevenson screen and other types of shelters used in Australia, but it is reasonable to believe that any change of instrument shelter may involve a bias in recorded temperatures.

The sun is south of overhead at Cloncurry (latitude $20^{\circ} 43^{\prime} \mathrm{S}$ ) at local noon for the approximate period 28 November to 18 January, and at Winton (latitude $22^{\circ} 24^{\prime}$ S) for the period 6 December to 8 January. This makes the period from 8 to 18 January, during which the record occurred, of particular interest, as the sun is south of overhead at Cloneurry during this period, but not at Winton. If both stations were incorrectly exposed to the south, it would be expected that they would observe anomalously high temperatures for the periods when the sun was south of overhead, with the possible exception of a few days at cither end of the period when the sun was approximately directly overhead at local noon. Hence, Cloncurry would be expected to be too warm from late November or early December to mid-January, and Winton from mid-December to carly January. It follows from this that the greatest temperature difference between the sites would be expected in the period when the sun is south of Cloncurry but north of Winton, in carly December and mid-January, and that little difference between the two would be expected when both are too hot, around the time of the summer solstice. This is entirely consistent with the results observed in Fig. 5.5. If Winton was also incorrectly exposed to the south, as the minimal temperature differences in late December suggest, it also brings into question the Winton observation of $50.6^{\circ} \mathrm{C}$ on 14 December 1888.

There are a number of possible explanations for the thermometers being incorrectly exposed to the south. As previously noted, the effectiveness of the Glaisher stand was dependent on the conscientiousness of the observer in turning it to keep the thermometers out of the sun's direct rays. Observers needed to be particularly diligent at tropical sitcs, where the sun is south of overhead (in the Southern Hemisphere) for a period during
summer and the stand would therefore have to be turned in the opposite direction to that in which it was turned for the rest of the year. If Glaisher stands were in use at the two sites, it is possible that the stand was not turned at either site to take the reversed direction of direct sunlight into account and that the thermometers were subject to direct solar radiation in mid-summer, or to excessive radiant encrgy from the shelter structure. This would also be the case if the thermometers were mounted on a south-facing wall, a practice which Nicholls et al. (1996b) suggest was not unknown in Queensland at the time. It is even possible that problems could arise in a Stevenson screen if the door is facing south (as is the usual practice in Australia) and the door is left open for long enough while observations are made for direct solar radiation to alfect the instruments. This has been noted as a problem in recent times (Bate, pers.comm.), but there is no evidence of it causing discrepancies of the magnitude of those observed between Cloncurry and Winton in 1888/89.

### 5.6. Implications for the Australian record high temperature

All known daily maximum temperatures in excess of $50^{\circ} \mathrm{C}$ in Australia are listed in Table 5.1. Of these, the 1877 Bourke and the Mildura and Eucla obscrvations are known to have been taken using non-standard instrumentation (Crowder, 1995), and the Cloncurry and Winton observations are discussed carlier in this chapter. The Oodnadatta, Wilcannia and Mardie observations are known to have been taken in Stevenson screens. The Oodnadatta observation is consistent with other observations throughout the region. Four other stations exceeded $48^{\circ} \mathrm{C}$ on this day; Finke ( $48.3^{\circ} \mathrm{C}$, a Northem Territory record), Port Augusta $\left(48.3^{\circ} \mathrm{C}\right)$, Whyalla $\left(49.4^{\circ} \mathrm{C}\right)$ and Marree $\left(49.4^{\circ} \mathrm{C}\right)$. Its authenticity is not in scrious doubt. The Wilcannia observation is also consistent with other observations in the region (such as $49.7^{\circ} \mathrm{C}$ at Menindee and $47.8^{\circ} \mathrm{C}$ at Cobar), and took place during a period of exceptionally high temperatures in south-eastern Australia, which saw records set at many centres. including Adelaide, Melbourne and Sydney. The Mardie observation, which occurred very recently, also took place during a period of general extreme heat in the region, with record highs being set at Port Hedland $\left(48.2^{\circ} \mathrm{C}\right)$, Roebourne $\left(49.1^{\circ} \mathrm{C}\right)$, Pannawonica $\left(48.2^{\circ} \mathrm{C}\right)$ and Onslow $\left(48.0^{\circ} \mathrm{C}\right)$ either that day or the preceding day.

Table 5.1. Known daily maximum temperatures of $50^{\circ} \mathrm{C}$ or greater in Australia

| Temperature $\left({ }^{\circ} \mathrm{C}\right)$ | Station | Month |
| :--- | :--- | :--- |
| 53.1 | Cloncurry | January 1889 |
| $52.8^{*}$ | Bourke | January 1877 |
| 51.9 | Cloncurry | Dccember 1888 |
| 51.7 | Bourke | January 1909 |
| $50.8^{*}$ | Mildura | January 1906 |
| $50.7^{*}$ | Eucla | January 1906 |
| 50.7 | Oodnadatta | January 1960 |
| $50.6^{* *}$ | Winton | December 1888 |
| 50.5 | Mardic | February 1998 |
| 50.0 | Wilcannia | January 1939 |

* Observations previously known to have been taken with non-standard instrumentation.
** The Winton observation has been cited as being higher in other sources, but these failed to take an index correction into account.

This leaves the Bourke observation of 3 January 1909 remaining for consideration. The catalogue Climatological Stations: New South Wales (unpublished journal: lodged in the National Meteorological Library at the Bureau of Meteorology) indicates that a Stevenson screen was installed at Bourke in August 1908. However, no other station in New South Wales or southern Queensland is known to have exceeded $47.2^{\circ} \mathrm{C}$ on this day.

The original manuscript record for Bourke shows temperatures of $125^{\circ} \mathrm{F}\left(51.7^{\circ} \mathrm{C}\right)$ observed on both 2 and 3 January. The observation on 2 January has been corrected on the manuscript to $112^{\circ} \mathrm{F}\left(44.4^{\circ} \mathrm{C}\right)$, which is consistent with the temperatures over the region, and with the 1500 temperature of $110^{\circ} \mathrm{F}\left(43.3^{\circ} \mathrm{C}\right)$. The 3 January observation was not contected. However, 3 January was a Sunday, and no other observations were made on this day (as was the usual practice at Bourke, and many other stations, at the time). It is therefore likely that the observalion is actually the maximum temperature for the 48 hours to 0900, 4 January, and therefore it would be affected by the same error which was corrected in the case of the 2 January observation. Reports from those stations in the region which did take observations on both days suggest that temperatures in the region on 3 January were similar to those of 2 January.

Fig. 5.7 compares the temperature at Bourke with the mean of temperatures observed at Thargomindah, Walgell and Coonamble on days when the daily maximum temperature at Bourke exceeds $40^{\circ} \mathrm{C}$ during the period 1959-95. The mean difference is $0.5^{\circ} \mathrm{C}$, and the largest difference observed during this 37 -year period is $4.1^{\circ} \mathrm{C}$, while the difference on January 3, 1909 was $6.9^{\circ} \mathrm{C}$. This difference is sufficiently large to render the observation suspect. As the screen and instrumentation are known to be standard, a possible cause of any error would be clerical or observational. Nicholls et al. (1996b) note that many Stevenson screens used at this time were in poor condition, and some had split wood on top which allowed direct sunlight to enter the screen through the cracks, although the fact that the screen was only a few months old makes this unlikely in the case of Bourke, and the remainder of the month was not exceptionally hot compared with other stations in the
region. An observational error is more likely.

### 5.7. Conclusion

It is likely that the temperature presently recognised as the highest observed in Australia was not recorded under conditions comparable with current standards. The most plausible cause of the irregular observation appears to be a failure to adequatcly shelter the instruments from incoming solar radiation during the period of the year when the sun is south of overhead. If this was a widespread occurrence, it has potential implications for the accuracy of climatic records throughout the tropics prior to the introduction of the Stevenson screen.

The highest temperature in Australia known to have been taken under standard conditions, and consistent with supporting observations from other sites, is $50.7^{\circ} \mathrm{C}$, recorded at Oodnadatta, South Australia, on 2 January 1960.

Fig. 5.7. Frequency distribution of difference in daily maximum temperature (Bourke - (Walgett + Thargomindah + Coonamble)/3) on days exceeding 40 degrees $C$ at Bourke, 1959-1995


## Chapter 6

## Models for the frequency distribution of daily maximum and minimum temperatures

### 6.1. The data set for use in this study

The data set used in this chapter is a deseasonalised set of daily maximum and minimum stations, with quality control carried out as described in Chapters 3 and 4, chosen from the station network defined in Chapter 2.

The descasonalisation for each station was carried out by computing a set of climate means for each day of the calendar year (including February 29) for each station, using the full period of record in each case. The means for each of these 366 days were then smoothed using an unweighted II-day running mean. The deseasonalised scries for each day was defined as:
$S_{y, m, d}=T_{y, m, d}-N_{m, d}$
where $S_{y, m, d}$ is the deseasonalised daily maximum or minimum (as appropriatc) temperature (henceforth referred to as a temperature anomaly), $T_{y, m, d}$ is the observed emperature and $N_{m, d}$ is the smoothed mean temperature, for the $d$-th day of the $m$-th month of year $y$.

The major benefit of the use of deseasonalised data in the analysis of extremes is that, in months in which the mean temperature changes substantially within a month, as occurs in spring and autumn in southern Australia (and even more so in continental regions of higher latitudes, in the event of such an analysis being extended to them), data from the start of a month can be considered, to some degree of approximation, as being drawn from the same statistical population as that from the end of month. This approach does not take into account changes in the variance of daily temperature between the start and end of a month, but the variance shows a smaller annual cycle than the mean at most stations (see Table 6.1).

An unpublished study carried out by the author compared the use of an 11-day running mean to define daily temperature normals with six other methods, by determining the root-mean-square error in using normals derived for the 1961-90 period at a selection of 40 Australian stations as a predictor for daily temperatures in 1991-98. This found that six of the seven techniques tested (an 11-day running mean; an 11-day binomial filter; the fitting of a cubic spline to the monthly means; the fitting of three and five harmonics respectively to the monthly means; linear interpolation from the monthly means) produced RMS errors differing by no more than $0.02^{\circ} \mathrm{C}$, with only the unsmoothed mean of daily temperatures performing substantially worse than these. It follows that the selection of technique from within those tested to define daily temperature normals makes little difference to the outcome.

### 6.2. Is the Gaussian distribution a satisfactory model for Australian daily maximum and minimum temperatures?

### 6.2.1. The historical background

Historically, many studies of temperature have assumed, explicitly or implicitly, that daily maximum and minimum temperatures follow the Gitussian (normal) distribution. In particular, this assumption is implicit or explicit in many studies of extreme or threshold temperature events, notably those of Mearns et al. (1984) and Katz and Brown (1992), although the former paper does acknowledge the possibility of a non-Gaussian distribution without using it in any analysis. Kestin (2000), in her study of Australian temperatures, used the Gaussian distribution whilst acknowledging that it did not perform well at the extremes.

The source of this assumption is unclear; it appears periodically through publishing history, but without any systematic global study to determine whether it is a realistic assumption. Typical of the statements in the literature is that of Klein and Hammons (1975), who assert that 'temperature is a continuous and nearly normally distributed variable', whilst Thom (1973) goes further, asserting (without any supporting evidence) that studies finding a departure from the normal distribution were the result of a lack of understanding of the statistical problem, i.e. that the data series must be a

| Station number | Station name | Annual range of mean |  | Annual range of standard deviation |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Maximum | Minjmum | Maximum | Minimum |
| 1021 | Kalumbura | 5.3 | 11.2 | 1.3 | 2.9 |
| 2012 | Hatls Creek | 12.0 | 12.5 | 1.4 | 2.0 |
| 3003 | Broome | 6.0 | 12.8 | 1.4 | 3.0 |
| 4032 | Port liedrand | 9.8 | 12.9 | 1.5 | 2.0 |
| 5007 | Leamonth | 13.8 | 12.6 | 1.7 | 1.2 |
| . 5026 | Willenomn | 15.7 | 14.9 | 1.2 | 0.9 |
| 6011 | Carnarvon | 10.5 | 12.7 | 2.1 | 1.9 |
| 7045 | Mcekalaara | 19.4 | 17.3 | 1.5 | 0.8 |
| 8039 | Dalwallimu | 18.3 | 11.8 | 2.5 | 1.0 |
| 8051 | Geratuon | 13.0 | 10.2 | 3.5 | 0.4 |
| 9021 | Perih Airport | 14.1 | 9.1 | 2.9 | 0.7 |
| 9518 | Cape Lectwin | 7.2 | 6.4 | 1.2 | 0.4 |
| 9741 | Albany | 0.4 | 7.1 | 3.1 | 0.7 |
| 9789 | Esperathe | 9.6 | 7.5 | 3.3 | 0.9 |
| 10035 | Cunderdin | 17.7 | 11.6 | 2.6 | 0.9 |
| 10048 | Wandering | 16.9 | 10.4 | 2.6 | 0.8 |
| 11052 | Forrest | 14.9 | 11.3 | 2.7 | 0.9 |
| 12038 | Kilgoorlic | 17.0 | 13.6 | 2.3 | 0.7 |
| 13017 | Gilles | 17.3 | 15.6 | 1.3 | 1.9 |
| 14015 | Darwin Airpout | 2.8 | 6.0 | 0.3 | 0.9 |
| 14825 | $V$ Vioria River Downs | 9.4 | 13.9 | 0.8 | 3.2 |
| 1513.5 | Termmat Creek | 13.2 | 13.2 | 0.9 | 1.4 |
| 15.548 | Rabbi Pat | 13.3 | 16.7 | 0.7 | 2.1 |
| 15590 | Alice Springs | 16.7 | 17.0 | 0.9 | 2.0 |
| 10001 | Weomera | 17.4 | 13.3 | 2.7 | 1.9 |
| 16044 | Tarcoola | 16.9 | 13.2 | 2.7 | 1.1 |
| 17031 | Marce | 18.2 | 16.1 | 2.3 | 0.9 |
| 17043 | Oodnadata | 17.9 | 17.1 | 1.8 | 1.4 |
| 18012 | Coduna | 11.1 | 9.7 | 4.1 | 1.5 |
| 18070 | Port Lincoln | 9.2 | 7.8 | 2.6 | 0.4 |
| 21046 | Snowtown | 15.7 | 9.5 | 3.6 | 1.3 |
| 22801 | Cape Bunda | 9.5 | 5.5 | 2.2 | 1.2 |
| 23000 | Adelaide RO | 13.5 | 10.2 | 4.3 | 1.3 |
| 23.373 | Nurioulpa | 15.5 | 9.6 | 3.4 | 1.3 |
| 26021 | Moun Gambier | 12.0 | 6.4 | 4.4 | 1.1 |
| 20026 | Robe | 8.6 | 6.0 | 2.6 | 0.8 |
| 27022 | Theuselay lsland | 3.5 | 2.9 | 0.5 | 0.4 |
| 2704.5 | Weipat | 4.7 | 5.1 | 1.1 | 1.2 |
| 28004 | Pabamervile | 0.4 | 8.3 | 0.8 | 1.9 |
| 20004 | Burketown | 8.0 | 11.5 | 1.1 | 1.9 |
| 3004.5 | R6ehnomel | 11.9 | 14.6 | 1.0 | 1.9 |
| 31011 | Caims | 6.4 | 0.8 | 0.8 | 1.6 |
| 32040 | Townsville | 6.4 | 10.9 | 0.4 | 2.6 |
| 33119 | Matkay MO | 8.8 | 10.7 | 0.6 | 1.9 |
| 34084 | Chaters Towers | 10.0 | 12.1 | 0.6 | 1.6 |
| 30007 | Barcaldine | 13.3 | 15.2 | 0.9 | 2.1 |
| 360.31 | Longreach | 14.2 | 16.2 | 0.9 | 1.8 |
| 37010 | Camooweal | 12.3 | I 5.4 | 0.7 | 2.1 |
| 38002 | Birclsville | 17.9 | 17.9 | 1.5 | 0.9 |
| 38003 | Buulia | 15.4 | 16.8 | 1.1 | 1.7 |
| 39039 | Gayndah | 10.7 | 13.8 | 0.7 | 2.0 |
| 3908.3 | Rockhampton | 9.0 | 13.0 | 0.8 | 2.5 |
| 39128 | Bundaberg | 8.1 | 11.8 | 0.6 | 1.8 |
| 40004 | Amberlcy | 10.1 | 14.3 | 1.4 | 2.4 |
| 40223 | Brisbane Airport | 8.6 | 12.1 | 0.7 | 1.9 |

Table 6.1. Annual range of mean and standard deviation of daily maximum and minimum temperature

| Station number | Station name | Anmual range of mean |  | Annual mange of standard deviation |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Maximum | Minimum | Meximum | Minimum |
| 40908 | Tewantin | 7.8 | 11.3 | 1.0 | 1.6 |
| 42023 | Miles | 13.6 | 16.4 | 1.1 | 2.4 |
| 43109 | St. George | 15.4 | 16.1 | 1.0 | 1.3 |
| 44021 | Charleville | 15.6 | 17.3 | 0.7 | 1.8 |
| 45017 | Thargomindah | 18.0 | 17.6 | 1.7 | 1.1 |
| 46037 | Tibooburat | 18.1 | 16.2 | 1.8 | 0.9 |
| 46043 | Wilcannia | 17.6 | 15.6 | 2.5 | 1.2 |
| 48027 | Cobar | 18.2 | 15.3 | 2.2 | 1.5 |
| 48239 | Bourke | 17.2 | 16.0 | 1.6 | 0.8 |
| 52088 | Walgett | 16.9 | 16.6 | 1.6 | 1.2 |
| 53048 | Morec | 16.3 | 15.9 | 1.6 | 1.6 |
| 55024 | Gumnedala SC | 15.6 | 13.9 | 1.7 | (0). 8 |
| 56017 | Inverell PO | 14.3 | 15.5 | 1.0 | 1.2 |
| 58012 | Yamba | 7.7 | 10.9 | 1.0 | 0.9 |
| 59040 | Coffs Harbour | 8.2 | 12.2 | 1.4 | 1.5 |
| 60026 | Port Macquaric | 7.7 | 12.2 | 1.0 | 1.6 |
| 61078 | Williambon | 10.7 | 11.9 | 2.6 | 1.0 |
| 61089 | Scone SC | 14.2 | 12.3 | 2.3 | 0.7 |
| 63005 | Bathurst ARS | 16.9 | 12.7 | 3.2 | 0.9 |
| 65012 | Dubbo | 17.7 | 15.1 | 1.8 | 1.1 |
| 66062 | Sydncy RO | 8.9 | 10.7 | 1.8 | 0.6 |
| 67105 | Richmond | 12.5 | 13.5 | 2.8 | 1.9 |
| 68034 | Jervis Bay | 8.8 | 8.9 | 1.9 | 0.4 |
| 68076 | Nowra | 10.1 | 10.0 | 2.8 | 0.9 |
| 69018 | Moruya Heads | 7.8 | 10.7 | 1.7 | 0.9 |
| 70014 | Canherm Airport | 16.4 | 13.4 | 2.8 | 1.4 |
| 72150 | Wagga Wagga | 18.7 | 13.4 | 2.6 | 1.1 |
| 72161 | Cahramurra | 16.7 | 11.5 | 1.7 | 1.9 |
| 73054 | Wyalong | 18.3 | 14.2 | 2.4 | 1.1 |
| 74128 | Deniligutin | 17.5 | 12.5 | 2.8 | 1.6 |
| 76031 | Mildutel | 17.3 | 11.8 | 2.9 | 1.7 |
| 780.31 | Nhill | 15.9 | 9.4 | 3.5 | 1.6 |
| 80023 | Kerang | 17.0 | 11.0 | 3.0) | 1.4 |
| 82039 | Rutherglen | 18.8 | 11.4 | 26 | 10 |
| 84016 | Cabo lstamd | 7.8 | 8.0 | 1.3 | 0.6 |
| 84030 | Orhost | 10.6 | 4.9 | . 3.3 | 0.8 |
| 85072 | Sialc | 11.3 | 4.4 | 30 | 0.0 |
| 85096 | Wilsons Promontery | 8.4 | 6.4 | 3.0 | 0.8 |
| 86071 | Mcllyoume | [2.5 | 8.6 | 4.1 | 0.5 |
| 87031 | Lavertom | 12.7 | 8.9 | 4.2 | 1.0 |
| 90015 | Cape Otway | 8.5 | 6.7 | 3.3 | 1.0 |
| 91057 | Low Howd | 9.9 | 7.7 | 1.0 | 1.0 |
| 91104 | Lathecestort Asport | 12.3 | 7.8 | 1.4) | 0.7 |
| 92045 | Cddystone Point | 7.8 | 7.4 | 1.1 | 1.2 |
| 94010 | Cajce Bramy | 7.7 | 6.4 | 2.2 | 0.5 |
| 94029 | Hoblirt RO | 10.0 | 7.6 | 2.2 | 0.6 |
| 94069 | Grove | 10.6 | 7.5 | 2.5 | 0.6 |
| 96003 | Butcrs Gorge | 11.6 | 6.7 | 3.3 | 0.7 |

Table 6.1 (cont.). Annual range of mean and standard deviation of daily maximum and minimum temperature
climatological scries', where he defines a climatological series as 'a homogeneous scries of values of the predictand variable, one value taken from each year'. The WMO Guide to Climatological Practices (1983) also suggests a nearly normal' distribution for daily maximum and minimum temperatures. The assumption may be founded on the climates of western Europe and the eastern United States. A number of local studies (e.g. Bruhn et al., 1980) have found that daily temperatures in specific regions and seasons are approximately normally distributed.

As the methodology of Katz and Brown forms a substantial part of the theoretical foundations of this thesis, the assumption needs to be evaluated for its validity under Australian conditions.

### 6.2.2. Results of a study of the Australian data set

The question of whether the data are nomally distributed is of more than trivial consequence for the expected frequency of extreme temperature events. Table 6.2 shows the frequency of daily maximum and minimum temperature anomalies departing from the mean by more than 3 standard deviations (defined as extreme events in this section), using the standard deviation derived for each calendar month. In a normal distribution, the expected frequency of such events is $0.27 \%$.

The results shown in Table 6.3 show that the assumption of a Gaussian distribution for Australian data would result in a highly misleading estimate of the frequency of extremes in many cases. The median frequency of maximum temperature anomalics of this magnitude across the 103 -station network ranges from $0.47 \%$ in spring to $0.57 \%$ in autumn, approximately double the expected value in a normal distribution. In contrast, winter minimum temperature anomalies of this size occur with less than half the expected frequency, with a value of $0.12 \%$, although departures in other seasons are less prominent. As a further indicator of the extent to which the normal distribution fails to represent the expected frequency of extremes, 39 of the 103 stations have extreme event frequencies below $0.07 \%$ (one-quarter of the expected value) for winter minima, whilst for maxima, 28 stations have frequencies exceeding $1.08 \%$ (four times the expected value) in summer, and 21 in spring. High frequencies of extreme maxima are particularly pronounced in coastal locations, whilst low
frequencies of extreme minima in winter are most pronounced in Queensland (other than the far north and west) and inland New South Wales.

### 6.2.2.1. Assessment of the normality of Australian daily temperature data

Five tests were carried out to detect departures of a frequency distribution from a normal (Gaussian) distribution of unspecified mean and variance, applied to Australian daily maximum and minimum temperature anomaly data. The tests used are those of Kolmogorov-Smirnov (D), Kuipcr (V), Cramér-von Mises (W ${ }^{2}$ ), Watson $\left(\mathrm{U}^{2}\right)$, and Anderson-Darling (A).

Full details of the tests are given in Appendix A. According to Stephens (1970) and Pearson and Hartley (1976), in the tails of a distribution - an area of particular interest in this study -A , followed by $\mathrm{W}^{2}$, is the most powerful of the tests for detecting deviations. The chi-square test, used in some literature (e.g. Grace et al., 1991), has the limitations that the values it generates are dependent upon the (arbitrary) choice of the width of the class interval used in the test, introducing an element of subjectivity, and that it is extremely sensitive to a small number of outliers, irrespective of the goodness-of-fit of the remainder of the distribution (although this is not necessarily a disadvantage if the modelling of extreme outliers is the highest priority).

A full listing of the outcome of the tests is given in Appendix C (Tables C. 1 and C.2).

The frequency distribution of daily temperature anomalies, in an examination of the 103 stations for the 12 calendar months ( 1236 station-months in total), was found to differ from the normal distribution at the $99 \%$ level in all five tests:

- In $86 \%$ of station-months for maximum temperature
- In $81 \%$ of station-months for minimum temperature

| Station number | Name | Summer |  | Autumn |  | Winter |  | Spring |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Min | Max | Min | Max | Min | Max | Min | Max |
| 39083 | Rockhampton | 0.33 | 0.50 | 0.79 | 0.80 | 0.00 | 0.78 | 0.46 | 0.48 |
| 39128 | Bundaberg | 0.17 | 1.37 | 0.49 | 0.87 | 0.00 | 0.66 | 0.08 | 1.11 |
| 40004 | Amberley | 0.22 | 0.50 | 0.12 | 0.98 | 0.00 | 0.63 | 0.04 | 0.53 |
| 40223 | Brisbane AP | 0.12 | 1.10 | 0.65 | 1.16 | 0.00 | 1.02 | 0.34 | 1.37 |
| 40908 | Tewantin | 0.35 | 1.56 | 0.83 | 1.18 | 0.00 | 0.97 | 0.22 | 0.75 |
| 42023 | Miles | 0.64 | 0.47 | 0.31 | 0.62 | 0.00 | 0.13 | 0.09 | 0.44 |
| 43109 | St. George | 0.16 | 0.87 | 0.03 | 0.57 | 0.03 | 0.06 | 0.03 | 0.16 |
| 4402 ! | Charleville | 0.19 | 0.77 | 0.28 | 0.46 | 0.00 | 0.06 | 0.02 | 0.18 |
| 45017 | Thargomindah | 0.21 | 0.55 | 0.06 | 0.17 | 0.35 | 0.11 | 0.03 | 0.08 |
| 46037 | Tiboobura | 0.14 | 0.26 | 0.14 | 0.15 | 0.45 | 0.18 | 0.14 | 0.08 |
| 46043 | Wilcannia | 0.24 | 0.23 | 0.15 | 0.09 | 0.21 | 0.38 | 0.38 | 0.06 |
| 48027 | Cobar | 0.16 | 0.36 | 0.00 | 0.14 | 0.22 | 0.41 | 0.16 | 0.05 |
| 48239 | Bourke | 0.08 | 0.45 | 0.08 | 0.22 | 0.28 | 0.41 | 0.11 | 0.03 |
| 52088 | Walgell | 0.32 | 0.64 | 0.09 | 0.48 | 0.23 | 0.09 | 0.18 | 0.00 |
| 53048 | Moree | 0.47 | 0.56 | 0.27 | 0.64 | 0.05 | 0.21 | 0.04 | 0.23 |
| 55024 | Gunnedah SC | 0.31 | 0.31 | 0.24 | 0.61 | 0.07 | 0.20 | 0.32 | 0.17 |
| 56017 | Inverell PO | 0.11 | 0.31 | 0.08 | 0.83 | 0.14 | 0.25 | 0.03 | 0.25 |
| 58012 | Yamba | 0.56 | 1.39 | 0.19 | 1.03 | 0.23 | 0.83 | 0.21 | 1.81 |
| 59040 | Coffs Harbour | 0.29 | 1.18 | 0.43 | 0.93 | 0.05 | 0.90 | 0.21 | 1.30 |
| 60026 | Port Macguaric | 0.19 | 0.97 | 0.13 | 0.85 | 0.09 | 0.70 | 0.10 | 1.35 |
| 61078 | Williamtown | 0.26 | 0.62 | 0.02 | 0.71 | 0.09 | 0.75 | 0.07 | 0.60 |
| 61089 | Scone SC. | 0.28 | 0.07 | 0.14 | 0.10 | 0.07 | 0.24 | 0.31 | 0.10 |
| 6.3005 | Bathurst ARS | 0.16 | 0.10 | 0.04 | 0.26 | 0.04 | 0.16 | 0.22 | 0.12 |
| 65012 | Dulb o | 0.33 | 0.22 | 0.03 | 0.38 | 0.03 | 0.16 | 0.11 | 0.22 |
| 60062 | Sydney RO | 0.39 | 1.56 | 0.33 | 0.79 | 0.50 | 0.61 | 0.39 | 0.99 |
| 67105 | Richmond | 0.38 | 0.12 | 0.15 | 0.54 | 0.09 | 0.77 | 0.09 | 0.19 |
| 68034 | Jervis Bay | 0.62 | 1.21 | 0.35 | 0.61 | 0.58 | 0.57 | 0.49 | 1.07 |
| 68076 | Nowra | 0.08 | 1.19 | 0.21 | 0.53 | 0.22 | 0.70 | 0.38 | 0.89 |
| 60018 | Moruya leads | 0.41 | 2.37 | 0.35 | 1.13 | 0.45 | 0.89 | 0.25 | 2.13 |
| 70014 | Canherral Airport | 0.21 | 0.06 | 0.07 | 0.45 | 0.00 | 0.49 | 0.11 | 0.27 |
| 72161 | Cabramurra | 0.00 | 0.41 | 0.06 | 0.50 | 0.34 | 0.25 | 0.22 | 0.06 |
| 72150 | Wagga Wagga | 0.24 | 0.20 | 0.00 | 0.12 | 0.06 | 0.36 | 0.14 | 0.40 |
| 73054 | Wyalong | 0.21 | 0.32 | 0.10 | 0.09 | 0.17 | 0.34 | 0.17 | 0.22 |
| 74128 | Denilicpuin | 0.28 | 0.03 | 0.03 | 0.11 | 0.03 | 0.60 | 0.19 | 0.47 |
| 76031 | Mildura | 0.26 | 0.04 | 0.13 | 0.09 | 0.15 | 0.48 | 0.37 | 0.43 |
| 78031 | Nhill | 0.31 | 0.06 | 0.00 | 0.19 | 0.16 | 1.12 | 0.16 | 0.63 |
| 80023 | Kerang | 0.17 | 0.00 | 0.21 | 0.20 | 0.21 | 0.91 | 0.21 | 0.38 |
| 82039 | Rutherglen | 0.10 | 0.28 | 0.10 | 0.07 | 0.00 | 0.48 | 0.18 | 0.42 |
| 8.4016 | (Gabe) lsland | 0.29 | 1.29 | 0.31 | 0.82 | 0.25 | 0.98 | 0.45 | 1.90 |
| 8.8030 | Orbess | 0.20 | 0.45 | 0.08 | 0.22 | 0.14 | 0.42 | 0.25 | 0.4.3 |
| 85072 | Salc | 0.04 | 0.69 | 0.09 | 0.66 | 0.22 | 0.87 | 0.15 | 1.12 |
| 8.5996 | Wilsons Prom. | 1.13 | 2.19 | 0.66 | 1.29 | 1.06 | 1.28 | 1.27 | 1.82 |
| 86071 | Melbesurne RO) | 0.80 | 0.08 | 0.21 | 0.27 | 0.05 | 0.38 | 0.58 | 0.32 |
| 87031 | I averton | 0.64 | 0.10 | 0.02 | 0.23 | 0.06 | 0.71 | 0.37 | 0.66 |
| 90015 | Cape Otway | 0.99 | 1.88 | 0.62 | 1.29 | 0.42 | 1.02 | 1.14 | 1.31 |
| 91057 | Lowilad | 0.50 | 0.30 | 0.08 | 0.14 | 0.00 | 0.11 | 0.06 | 0.47 |
| 91104 | Launceston AP | 0.04 | 0.73 | 0.00 | 0.29 | 0.00 | 0.44 | 0.02 | 0.58 |
| 92045 | Eddystone Point | 0.33 | 1.41 | 0.03 | 0.54 | 0.06 | 0.63 | 0.21 | 1.28 |
| 94010 | Cape Bruny | 0.72 | 1.64 | 0.49 | 0.94 | 0.28 | 0.41 | 0.54 | 1.39 |
| 94029 | Hobart RO | 0.60 | 1.27 | 0.18 | 0.56 | 0.21 | 0.18 | 0.39 | 1.04 |
| 94069 | Grove | 0.30 | 0.95 | 0.16 | 0.36 | 0.30 | 0.22 | 0.14 | 0.95 |
| $\underline{96003}$ | Butlers Gorge | 0.29 | 0.00 | 0.12 | 0.06 | 0.12 | 0.15 | 0.25 | 0.21 |

Table 6.2 (cont). Percentage frequency of maximum and minimum temperatures more than 3 standard deviations from mean

| Station number | Name | Summer |  | Autumn |  | Winter |  | Spring |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Min | Max | Min | Max | Min | Max | Min | Max |
| 1021 | Kalumburu | 0.20 | 0.40 | 0.68 | 0.98 | 0.06 | 0.49 | 0.69 | 0.72 |
| 2012 | Halls Creek | 0.70 | 0.73 | 0.79 | 1.13 | 0.25 | 0.51 | 0.51 | 0.80 |
| 3003 | Broome | 0.56 | 1.58 | 0.23 | 0.82 | 0.00 | 0.44 | 0.45 | 0.47 |
| 4032 | Port Hedland | 0.51 | 0.19 | 0.18 | 0.90 | 0.02 | 0.65 | 0.41 | 0.02 |
| 5007 | Learmonth | 0.15 | 0.15 | 0.45 | 0.35 | 0.10 | 0.39 | 0.70 | 0.15 |
| 5026 | Wittenoom | 0.12 | 1.32 | 0.29 | 1.01 | 0.14 | 0.54 | 0.14 | 0.65 |
| 6011 | Carnarvon | 0.69 | 1.24 | 0.11 | 0.27 | 0.09 | 0.64 | 0.13 | 1.30 |
| 7045 | Meekatharra | 0.24 | 0.78 | 0.16 | 0.26 | 0.12 | 0.09 | 0.21 | 0.12 |
| 8039 | Dalwallinu | 0.17 | 0.17 | 0.20 | 0.08 | 0.03 | 0.42 | 0.37 | 0.17 |
| 8051 | Geraldton | 0.24 | 0.06 | 0.14 | 0.12 | 0.06 | 0.74 | 0.20 | 0.87 |
| 9021 | Perth Airport | 0.27 | 0.02 | 0.13 | 0.17 | 0.00 | 0.70 | 0.17 | 0.91 |
| 9518 | Cape Leeuwin | 0.71 | 2,26 | 0.44 | 1.29 | 0.46 | 0.60 | 0.45 | 1.21 |
| 9741 | Albany | 0.15 | 1.34 | 0.15 | 0.82 | 0.23 | 0.44 | 0.09 | 1.31 |
| 9789 | Esperance | 0.28 | 0.91 | 0.27 | 0.54 | 0.38 | 0.57 | 0.39 | 1.21 |
| 10035 | Cunderdin | 0.28 | 0.19 | 0.11 | 0.14 | 0.22 | 0.61 | 0.20 | 0.34 |
| 10648 | Wandering | 0.31 | 0.09 | 0.03 | 0.11 | 0.00 | 0.39 | 0.06 | 0.36 |
| 11052 | Forrest | 1.05 | 0.02 | 0.72 | 0.13 | 0.47 | 0.52 | 0.90 | 0.00 |
| 12038 | Kalgoorlie | 0.16 | 0.30 | 0.22 | 0.02 | 0.20 | 0.33 | 0.20 | 0.06 |
| 13017 | Giles | 0.30 | 1.18 | 0.33 | 0.84 | 0.41 | 0.08 | 0.11 | 0.51 |
| 14015 | Darwin AP | 0.08 | 0.74 | 0.70 | 1.15 | 0.29 | 0.45 | 0.59 | 0.73 |
| 14825 | Vict. R. Downs | 0.68 | 0.47 | 0.43 | 0.70 | 0.00 | 0.20 | 0.21 | 1.50 |
| 15135 | Tennant Creek | 0.42 | 0.70 | 0.49 | 0.93 | 0.05 | 0.19 | 0.25 | 0.94 |
| 15548 | Rabbit Flat | 0.33 | 0.59 | 0.12 | 1.39 | 0.00 | 0.29 | 0.08 | 0.98 |
| 15590 | Alice Springs | 0.06 | 1.10 | 0.10 | 0.34 | 0.26 | 0.04 | 0.10 | 0.32 |
| 16001 | Woomera | 0.28 | 0.32 | 0.12 | 0.11 | 0.20 | 0.39 | 0.19 | 0.18 |
| 16044 | Tarcoola | 0.17 | 0.13 | 0.16 | 0.16 | 0.16 | 0.47 | 0.48 | 0.06 |
| 17031 | Marree | 0.08 | 0.31 | 0.08 | 0.11 | 0.33 | 0.59 | 0.20 | 0.11 |
| 17043 | Oodnadatta | 0.05 | 0.46 | 0.11 | 0.21 | 0.29 | 0.75 | 0.09 | 0.11 |
| 18012 | Ceduna | 0.36 | 0.02 | 0.14 | 0.24 | 0.08 | 0.82 | 0.18 | 0.18 |
| 18070 | Port Lincoln | 0.45 | 1.74 | 0.27 | 1.45 | 0.44 | 1.01 | 0.25 | 1.57 |
| 21046 | Snowtown | 0.33 | 0.00 | 0.15 | 0.06 | 0.18 | 0.59 | 0.42 | 0.12 |
| 22801 | Cape Bordia | 1.88 | 0.32 | 0.72 | 0.50 | 0.23 | 0.53 | 0.91 | 0.87 |
| 23000 | Adelaide RO | 0.73 | 0.00 | 0.50 | 0.15 | 0.13 | 0.81 | 0.67 | 0.25 |
| 23373 | Nuriootpa | 0.19 | 0.00 | 0.25 | 0.11 | 0.05 | 0.87 | 0.36 | 0.08 |
| 26021 | Mount Gumbier | 0.63 | 0.24 | 0.28 | 0.57 | 0.10 | 0.79 | 0.46 | 0.74 |
| 26026 | Robe | 0.68 | 1.14 | 0.25 | 0.74 | 0.24 | 0.42 | 0.12 | 0.77 |
| 27022 | Thursday Istand | 0.26 | 0.44 | 0.31 | 0.52 | 0.56 | 0.85 | 0.31 | 0.91 |
| 27045 | Weipa | 1.18 | 0.48 | 0.81 | 1.16 | 0. 65 | 0.91 | 0.76 | 0.37 |
| 28004 | Palinerville | 0.79 | 1.07 | 0.57 | 1.24 | 0.73 | 0.83 | 0.91 | 0.68 |
| 29004 | Burketown | 0.36 | 0.35 | 0.52 | 1.03 | 0.17 | 0.49 | 0.52 | 0.61 |
| 30045 | Richmond | 0.67 | 0.97 | 0.26 | 1.25 | 0.03 | 0.29 | 0.24 | 1.07 |
| 31011 | Cairns | 0.55 | 1.44 | 0.93 | 0.87 | 0.50 | 0.54 | 0.51 | 1.24 |
| 32040 | Townsville | 0.41 | 1.41 | 0.37 | 1.44 | 0.10 | 1.09 | 0.43 | 1.52 |
| 33119 | Mackay MO | 0.27 | 0.65 | 0.51 | 0.83 | 0.00 | 0.89 | 0.20 | 0.44 |
| 34084 | Charters Towers | 0.32 | 0.74 | 0.42 | 0.95 | 0.03 | 0.59 | 0.16 | 0.84 |
| 36007 | Barcaldine | 0.29 | 1.04 | 0.32 | 1.01 | 0.00 | 0.25 | 0.35 | 0.42 |
| 36031 | Longreach | 0.30 | 1.32 | 0.29 | 1.20 | 0.00 | 0.16 | 0.00 | 0.47 |
| 37010 | Camooweal | 0.47 | 0.61 | 0.12 | 1.16 | 0.03 | 0.28 | 0.20 | 1.08 |
| 38002 | Boulia | 0.19 | 1.11 | 0.45 | 1.01 | 0.12 | 0.14 | 0.16 | 0.42 |
| 38003 | Birdsville | 0.14 | 0.79 | 0.06 | 0.31 | 0.45 | 0.23 | 0.14 | 0.06 |
| 39039 | Gayndah | 0.14 | 0.64 | 0.14 | 0.79 | 0.05 | 0.52 | 0.22 | 0.47 |

Table 6.2. Percentage frequency of maximum and minimum temperatures more than 3 standard deviations from mean

The expected frequency of such events in a normal distribution is $0.27 \%$. Values exceeding this in the table have been shown in bold type.

|  | Summer |  | Autumn |  | Winter |  | Spring |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min | Max | Min | Max | Min | Max | Min | Max |
| Number of stations with frequency: $>0.27 \%$ | 59 | 74 | 41 | 67 | 24 | 74 | 39 | 71 |
| $<0.07 \%$ | 5 | 13 | 15 | 3 | 39 | 3 | 10 | 10 |
| $\geq 1.08 \%$ | 3 | 28 | 0 | 26 | 0 | 3 | 2 | 21 |
| Median freguency (\%) | 0.29 | 0.55 | 0.19 | 0.57 | 0.12 | 0.48 | 0.21 | 0.47 |

## Table 6.3. Summary statistics for frequencies of temperature anomalies exceeding 3 standard deviations

## Notes:

- There are 103 stations in total.
- $0.07 \%$ and $1.08 \%$ are approximately $1 / 4$ and 4 times, respectively, the expected frequency (in a nermal distribution) of $0.27 \%$.

At least one of the five tests showed a departure from the normal distribution at the $95 \%$ level:

- In $95 \%$ or station-months for maximum temperature
- In 94\% of station-months for minimum temperature

These figures are clearly far above those which would be expected by chance, and indicate that it cannot be validly assumed that Australian daily maximum and minimum temperature data are normally distributed.

### 6.2.2.2. The nature of the departures from normality

Figs. 6.1 and 6.2 show the skewness over Australia for maximum and minimum temperature anomalies respectively for sample months in each season. The full listing of skewness values is given in Table C. 7 .

Table 6.4 shows that the skewness of the distribution differs significantly from 0 at the $5 \%$ level for $84 \%$ of station-months for maximum temperature, and $70 \%$ for minimum temperature. Differences significant at the $1 \%$ level occur for $80 \%$ of station-months for maximum temperature and $60 \%$ for minimum temperature. This degree of skewness is common to all seasons.

As a very broad generalisation, maximum temperature tends to be positively skewed in southern mainland Australia, and negatively skewed in northern Australia. The boundary between the two regions displays considerable seasonal variation. In summer and autumn, positively skewed distributions are found in the immediate vicinity of the western coast (except for the Pilbara coast in autumn), and the eastern coast south of Fraser Island, as well as in a broader region within about 500 kilometres of the southern coast, and throughout Tasmania. The greatest positive skew occurs at sites highly exposed to coastal influences, such as Cape Leeuwin, Cape Otway, Wilsons Promontory and Moruya Heads, where the maximum temperature regime is dominated by maritime influences, but where temperatures occasionally rise to very high levels when strong offshore winds occur. The strongest negative skew in summer is found over a broad region of western and central inland Australia centred
on latitude $25^{\circ} \mathrm{S}$, whilst in autumn it occurs north of $200^{\circ} \mathrm{S}$. These are regienn, whers occasional rainy and/or cloudy days result in maximum temperathes well betow, thass which occur during the (more usual) clear conditions.

In winter, the skewness (both negative and positive) of the distribution tersts ter Pe lower (only one station has skewness outside the range -1.0 to 1.0 in fuly, cintraseat with 20 in January), and positive skew is found much further noth, ocemmory. in mors of the region south of the Tropic of Capricorn, except in the vicinity at the (itest Dividing Range in New South Wales and southem Qucensland. (This is illusinated by the occurrence of positive skew for $76 \%$ for station-months in sping and to. winter (Table 6.4), compared with $41 \%$ in summer). The marked increase in shewnes towards the western and southem coast which occurs in summer is also largely invert in winter. In spring, positive skew is found in similar aras to those in winter, hut the magnitude of skewness is greater, particularly near the southern const ant in the northern inland.

The pattern of skewness of minimum temperature is more complex, with depres, ast skewness generally lower than for maximum lemperature, as suggested hy ber frequency of significant departures from 0 deseribed abose, and marhed sabonation variations in the spatial distribution of skewness. In spring and summer, [umbeels skewed distributions occur in similar regions of southern Australia (w thone whese they occur for maxima (but not on the eastern and western consts, cxcept for the uent in spring). Weak negative skew occurs over much of the rest of the country, hum it only locally significant. Autumn and winter show a markedly dificrent patten Significantly positively skewed distributions occur in winter over a hroat treh between $20^{\circ}$ and $30^{\circ} \mathrm{S}$, with the strongest skewness in inland southem Queenslame atted northen New South Wales, whilst the largest regions with negative skew are on ant near the coasts of south-western Western Australia, South Australia and Victona, in well as those of north Queensland and the Northern Territory. Conversely, in autumm significant positively skewed distributions are largely confined to Victoria and South Australia, with negative skew being most prominent in northern Australia and near the Queensland coast.

A model of a skewed, unimodal distribution, as used by authors such as Horton et al.


Fig. 6.1. Skewness of daily maximum temperature


Fig. 6.2. Skewness of daily minimum temperatures

| Skewness | Maximum (\% of station-months) |  |  |  |  | Minimum (\% of station-months) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sum | Aut | Win | Spr | Tot | Sum | Aut | Win | Spr | Tot |
| Negative - significant at $99 \%$ level | 48 | 40 | 24 | 18 | 32 | 30 | 29 | 20 | 27 | 27 |
| Negative - significant at $95 \%$ level | 4 | 3 | 2 | 1 | 3 | 5 | 5 | 4 | 4 | 4 |
| Negative - not signillicant | 7 | 8 | 10 | 5 | 7 | 17 | 17 | 14 | 10 | 15 |
| Total negatively skewed | 59 | 50 | 36 | 24 | 42 | 52 | 51 | 38 | 41 | 46 |
| Positive -- significant at $99 \%$ level | 32 | 40 | 53 | 63 | 47 | 29 | 30 | 37 | 40 | 34 |
| Positive - significant at $95 \%$ level | 3 | 2 | 1 | 3 | 2 | 4 | 4 | 7 | 6 | 5 |
| Positive -- not significant | 6 | 8 | 10 | 10 | 9 | 15 | 15 | 17 | 13 | 15 |
| Total positively skewed | 41 | 50 | 64 | 76 | 58 | 48 | 49 | 62 | 59 | 54 |
| Total skewed at $99 \%$ level of signilicance | 80 | 80 | 77 | 81 | 80 | 59 | 59 | 57 | 67 | 60 |
| Total skewed at $95 \%$ level of significance | 87 | 84 | 80 | 85 | 84 | 68 | 68 | 69 | 77 | 70 |

Table 6.4. Station-months with positive and negative skewness of daily temperature

1. The seasons are defined as summer (1 December - 29 February), autumn (1 March - 31 May), winter ( 1 Junt - 31 August), and spring ( 1 September - 30 November).
2. Totals may not add due to rounding.
(2001), is also an incomplete description of the frequency distribution of daily temperature within Australia. Two interesting local examples of frequency distributions which are broadly symmetric, but nevertheless depart significantly from the normal distribution, illustrate this, with sample distributions shown in Figs. 6.3a and 6.3b. In mid-winter, the frequency distribution of minimum temperature in much of inland southern New South Wales generally shows small (and non-significant) positively skewness, but displays no clear mode, with peak frequencies distributed fairly uniformly over a range of several degrees Celsius. This manifests itself in values of kurtosis widely in the 2-2.5 range, well below the value of 3 expected in a normal distribution. Conversely, on parts of the coast of northern Queensland in summer, the tendencies to marked negative outlicrs in the tropical inland, and to positive outliers on the coasts, coincide to produce a distribution with relatively high frequencies of extreme anomalies, both positive and negative.

### 6.3. Alternative models for the frequency distribution of Australian daily maximum and minimum temperatures

### 6.3.1. The gamma distribution

The 3-parameter gamma distribution has been used in recent work, notably Horton et al. (2001), as a model for the frequency distribution of mean temperatures on the daily, monthly and annual timescale. This follows initial work by Lehman (1987), who used a 2-parameter gamma distribution to describe the frequency distribution of daily mean temperatures. In effect, this is based on a 2 -parameter gamma distribution (which, by delinition, must be positively skewed and is bounded below by 0), with a third parameter allowing location, scale and sign transformations possible to allow for positive and negative values of the variable, and possible negatively skewed distributions. It is a unimodal distribution.

The 2-parameter gamma distribution is defined as:
$f(x)=\frac{1}{b^{a} \Gamma(a)} \int_{0}^{\infty} e^{-x / b} x^{n-!} d x$
where $x$ is the variable being studied, $a$ and $b$ are parameters which describe the distribution, and $\Gamma(a)=(a-I)!$ is the gamma function.

This distribution is defined only for $x \geq 0$. In order to use this distribution to model a temperature frequency distribution which is, for all practical purposes, unbounded above and below, it is necessary to transform the data using a third parameler, $c$, and the transformation:

$$
z_{i}=c+g \frac{x_{i}-\vec{x}}{s}
$$

where $\bar{x}$ and $s$ are the sample mean and standard deviation respectivcly of the data points $x_{i}$, and $g$ takes the value 1 if the data are positively skewed, or -1 is it is negatively skewed.

### 6.3.2. The compound Gaussian distribution

The first known use of this distribution to model the frequency distributions of Australian daily maximum and minimum temperature was by Grace ct al. (1991), with further development by Grace and Curran (1993). It has also been used elsewhere by Bryson (1966) and Colman (1986) for daity maximum and minimum temperature, by Marchenko and Minakova (1980) for hourly air temperature, and by Essenwanger (1954, 1955) for monthly precipitation. Grace and Curran refer to the distribution as the 'binormal' distribution, but this term has also been used to refer to other distributions (c.g. Toth and Szentimrey, 1990) and implies a mixture of only two distributions. For these reasons the term 'compound Gaussian' is used in this thesis.

The model used in this thesis is defined by the equation:

$$
f(x)=\sum_{1}^{k} w_{k} N\left(\mu_{k}, \sigma_{k}\right)
$$

Fig. 6.3a. Frequency distribution of June minimum temperature, Canberra


Fig. 6.3b. Frequency distribution of January maximum temperature, Cairns

where $\sum_{1}^{k} w_{k}=1$ and $N\left(\mu_{k}, \sigma_{k}\right)$ is the Gaussian distribution function with mean $\mu_{k}$ and standard deviation $\sigma_{k}$.

An example of such a distribution is given in Fig. 6.4.

### 6.3.3. Other distributions used to model daily maximum and minimum temperature

Toth and Szentimrey (1990) describe what they refer to as the 'binormal' distribution. The probability density function is defined as follows:

$$
\begin{aligned}
& f(x)=(1 / \sqrt{2 \pi}) \frac{2}{\sigma_{1}+\sigma_{2}} \exp \left(-\frac{(x-m)^{2}}{2 \sigma_{1}^{2}}\right), x \leq m \\
& f(x)=(1 / \sqrt{2 \pi}) \frac{2}{\sigma_{1}+\sigma_{2}} \exp \left(-\frac{(x-m)^{2}}{2 \sigma_{2}^{2}}\right), x>m
\end{aligned}
$$

where $m$ is the mode of the distribution.

In effect, this is a combination of two Gaussian distributions with different standard deviations $\sigma_{1}$ and $\sigma_{2}$, with one distribution being used for values of $x$ below the mode and the other being used for values of $x$ above it.

They use this distribution to model the frequency distribution of daily maximum and minimum temperature anomalies at Budapest, estimating the parameters of the distributions by a maximum-likelihood method. Using a chi-square test for goodness-of-fit, they find that the binormal' distribution provides a substantially better fit than the single Gaussian distribution for 6 out of 12 months for minimum temperature, and 3 out of 12 months for maximum temperature. (As the single Gaussian distribution is a special case of the binormal' distribution, the other months show similar results for the two methods). The binormal' distribution performs particularly well in the case of winter minimum temperatures, which are strongly negatively skewed. Nevertheless, their results show that the binormal' distribution still differs from the actual
distribution at the $5 \%$ level in 6 months for minimum temperature, and 3 months for maximum temperature.

### 6.4. An evaluation of the three-parameter gamma and compound Gaussian distributions

### 6.4.1. Methods of fitting distributions to empirical data

### 6.4.1.1. The gamma distribution

The procedure used by Horton et al. (2001) was used. This involved, in the first instance, defining $q$ as follows:
$\begin{array}{ll}\text { - where the data are positively skewed: } & \mathrm{c}=\mathrm{q}+|\min (\mathrm{x})| \\ \text { - where the data are negatively skewed: } & \mathrm{c}=\mathrm{q}+|\max (\mathrm{x})|\end{array}$
where $\min (x)$ and $\max (x)$ are the lowest and highest values of the serics $x$ and $c$ is a parameter of the gamma distribution as defined in section 6.3.1. $1_{1}$. This definition ensures that, for positive $q$, the $z_{i}$ are also positive, as required in order to fit the definition of the gamma distribution.

The best-fit value of q was determined by a process of iteration. The first-guess value of $q$ was taken as 0.5 . The maximum-likelihood method was used to calculate $a$ :
$a=(1+\sqrt{1+4 A / 3}) / 4 \Lambda$
with $A=\ln \bar{X}-\frac{1}{N} \sum \ln x_{i}$, where $N$ is the sample size.

Using the relationship $a b=\bar{x}, b$ was then estimated and the skewness of the distribution (which is equal to $2 a^{-1 / 2}$ ) was calculated.

Fig. 6.4. Example of the compound Gaussian distribution


The value of $q$ was then raised by 0.5 and the process repeated. This was continued until the difference between the observed and fitted skewness reached a minimum - in which case the value of $q$ giving the closest fit to the skewness was used - or $a$ exceeded 50.

### 6.4.1.2. The compound Gaussian distribution

A number of procedures have been used in previous work. Grace et al. (1991) used an iterative process on the unknowns (of which there were five, as they were constrained to two subdistributions), with the aim of optimising the goodness-of-fit as determined by the chi-squared statistic. Colman (1986) used the assumption that the two tails of the overall frequency distribution were each gencrated entirely from one of the subdistributions, and used this to estimate the parameters of those sub-distributions (and, by means of examining the residuals, any additional sub-distributions). Marchenko and Minakova (1980) used a moments-based method.

The method used in this study was based on the method of Hasselblad (1966). This involves finding, iteratively, maximum likelihood estimates for the parameters of the sub-distributions. The procedure can be explained as follows:

Let there be $K$ sub-distributions, and define $w_{k, t} u_{k, t}$ and $s_{k, t}$ as the $t$-th iteration of the estimates of the weighting, mean and standard deviation of the $k$-th sub-distribution. Let there be a total of $N$ observations, $x_{1}, x_{2}, \ldots, x_{N}$ in the distribution being modelled (which, in this case, is the set of all observations of maximum or minimum temperature at a station for a given month of the year). Furthermore, let $f_{k, i}$ be the probability that an observation $x_{i}$ will lie in the $k$-th sub-distribution, assuming that the distribution is the mixture of Gaussian sub-distributions with the estimated parameters $w_{k, t}, u_{k, t}$ and $s_{k, t}$. For iteration $(t+1)$ we then have:
$w_{k,+4:}=\frac{\sum_{i=1}^{N} f_{k, i}}{N}$
$u_{k,+1}=\frac{\sum_{i=1}^{N} f_{k, i} x_{k, i}}{N w_{k, l+1}}$
$\left(s_{k, s+1}\right)^{2}=\frac{\sum_{i=1}^{N} f_{k, i}\left(x_{i}-\bar{x}\right)^{2}}{N w_{k, s+1}}$

Initially, this system of equations was evaluated for $K=2$, and with the initial estimates:
$w_{1.1}=w_{2.1}=0.5$
${ }_{u_{i, l}}=-0.5$
$u_{2, l}=0.5$
$s_{Z, I}=s_{2, I}=0.6$

The iteration was carried out until the following convergence criteria were satisfied for all k :

$$
\begin{aligned}
& \left|\left(w_{k_{( }(t+f)}-w_{k_{1}}\right)\right|<0.005 \\
& \left|\left(u_{k_{1}(t+f)}-u_{k_{1}, t}\right)\right|<0.001 \\
& \left|\left(s_{k_{1}(t+l)}-s_{k_{1}, t}\right)\right|<0.001
\end{aligned}
$$

The closeness of the fit between the compound Gaussian distribution with these parameters and the actual distribution was then tested, using the same five tests as those used in section 6.2.2.1. If all five tests showed a difference between the modelled and actual distribution significant at the $95 \%$ level, or at least two of the five showed a difference significant at the $99 \%$ level, the procedure was repeated with $K=3$, and the initial estimates:
$w_{1, I}=w_{3, l}=0.33$
$w_{2, I}=0.34$
$u_{\text {I.I }}=-0.5$
$u_{2, I}=0.0$
$u_{3,1}=0.5$
$s_{l, l}=s_{2, I}=s_{3, I}=0.6$
otherwise the distribution from the first iterative procedure was taken as the final modelled distribution.

The linal modelled distribution was taken as the combination of the two or three Gaussian distributions with the parameters derived by the procedure above. A full listing of the parameters for these distributions is given in Table C. 3 .

### 6.4.2. An evaluation of the methods

### 6.4.2.1. Goodness-of-lit

The five goodness-of-fit tests first described in section 6.2.2.1 were carried out on the modelled distributions derived using the three-parameter gamma distribution and the compound Gaussian distribution, and the actual data for each station for each month. The (single) Gaussian distribution is included for comparison.

The aggregate results from these tests are shown in Table 6.5. Full results of the goodness-of-fit tests are shown in Appendix C , in tables C .1 and C .2 (single Gaussian), C. 4 and C. 5 (compound Gaussian) and C. 6 (gamma).

It is apparent from these results that the compound Gaussian distribution is hy fat fer most effective model for the simulation of the full frequency distribution of sustrabits daily maximum and minimum temperatures. The threc-parancter gamma chetrisutit** is a substantial improvement on the single Gaussian distribution, but it still fiti that actual distribution less well than the compound Gaussian distritution.

### 6.4.2.2. Frequency of extremes

The tests used in 6.4.2.1 show the goodness-offit between the modellecl divinturtant and the actual distribution over the entire data range. The particular purpose at atite present study is to examine the frequency of extreme temperature evernts, so the effectiveness of the distributions at simulating the observed frequency of extreat events is of great importance in this study.

Following the approach used in Tables 6.2 and 6.3. Table 6.6 shows the atrat frequency of temperatures more than 3 standard deviations liom the ne:an, alame whent the estimated frequency using the single Gaussian, theceparameler fanman atish compound Gaussian distributions. Table 6.7 shows the eflectiveness of the there distributions at estimating the frequency of such temperatures.

Of the 412 station-seasons examined, the actual frequency of sublicuents wat mest accurately estimated by the distributions as follows:

- single Gaussian: $11 \%$ maxima, $19 \%$ minima
- three-parameter gamma: $16 \%$ maxima, $11 \%$ minima
- compound Gaussian: $73 \%$ maxima, $70 \%$ minima

Furthermore, the estimated frequency is between 0.5 and 2 times the actua! frequeney:

- single Gaussian: $37 \%$ maxima, $56 \%$ minima
- three-parameter gamma: $60 \%$ maxima, $55 \%$ minima
- compound Gaussian: $90 \%$ maxima, $83 \%$ minima

| Distribution | \% of station-months with difference between actual and modelled frequency distribution significant at $99 \%$ level on all five tests |  | \% of station-months with difference between actual and modelled frequency distribution significant at $95 \%$ level on at least one test |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Maxima | Minima | Maxima | Minima |
| Single Gaussian | 86 | 81 | 95 | 94 |
| Gemma | 29 | 21 | 75 | 75 |
| Compound Gaussian | I | 2 | 24 | 35 |

Table 6.5. Comparison of results of goodness-of-fit tests - single Gaussian, compound Gaussian and three-parameter gamma distributions

| Station number | Station name | Summer (Dec-Fcb) |  |  |  | Autumn (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Sep-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C | D | A | B | C | D | A | B | C. | D | A | B | C | D |
| 1021 | Kalumburu | 0.40 | 0.27 | 0.51 | 0.36 | 0.98 | 0.27 | 0.51 | 1.19 | 0.49 | 0.27 | 0.54 | 0.49 | 0.72 | 0.27 | 0.45 | 0.65 |
| 2012 | Halls Creek | 0.73 | 0.27 | 0.70 | 0.41 | 1.13 | 0.27 | 0.71 | 0.80 | 0.51 | 0.27 | 0.53 | 0.49 | 0.80 | 0.27 | 0.67 | 1.00 |
| 3003 | Broome | 1.58 | 0.27 | 0.62 | 1.12 | 0.82 | 0.27 | 0.50 | 0.66 | 0.44 | 0.27 | 0.40 | 0.31 | 0.47 | 0.27 | 0.49 | 0.45 |
| 4032 | Port I Iedland | 0.19 | 0.27 | 0.45 | 0.24 | 0.90 | 0.27 | 0.51 | 0.79 | 0.65 | 0.27 | 0.45 | 0.70 | 0.02 | 0.27 | 0.40 | 0.07 |
| 5007 | Learmonth | 0.15 | 0.27 | 0.35 | 0.16 | 0.35 | 0.27 | 0.34 | 0.33 | 0.39 | 0.27 | 0.36 | 0.29 | 0.15 | 0.27 | 0.37 | 0.16 |
| 5026 | Wittenoom | 1.32 | 0.27 | 0.63 | 1.23 | 1.01 | 0.27 | 0.71 | 0.86 | 0.54 | 0.27 | 0.51 | 0.48 | 0.65 | 0.27 | 0.58 | 0.56 |
| 6011 | Carnarvon | 1.24 | 0.27 | 0.49 | 1.32 | 0.27 | 0.27 | 0.61 | 0.46 | 0.64 | 0.27 | 0.51 | 0.69 | 1.30 | 0.27 | 0.49 | 0.97 |
| 7045 | Meekatharra | 0.78 | 0.27 | 0.67 | 0.78 | 0.26 | 0.27 | 0.47 | 0.13 | 0.09 | 0.27 | 0.38 | 0.09 | 0.12 | 0.27 | 0.36 | 0.11 |
| 8039 | Dalwallinu | 0.17 | 0.27 | 0.33 | 0.13 | 0.08 | 0.27 | 0.37 | 0.13 | 0.42 | 0.27 | 0.46 | 0.48 | 0.17 | 0.27 | 0.43 | 0.26 |
| 8051 | Geraldton | 0.06 | 0.27 | 0.56 | 0.23 | 0.12 | 0.27 | 0.52 | 0.26 | 0.74 | 0.27 | 0.61 | 0.86 | 0.87 | 0.27 | 0.52 | 0.98 |
| 9021 | Perth Airport | 0.02 | 0.27 | 0.44 | 0.14 | 0.17 | 0.27 | 0.44 | 0.38 | 0.70 | 0.27 | 0.45 | 0.68 | 0.91 | 0.27 | 0.56 | 0.82 |
| 9518 | Cape Leeuwin | 2.26 | 0.27 | 0.41 | 2.32 | 1.29 | 0.27 | 0.49 | 1.37 | 0.60 | 0.27 | 0.46 | 0.60 | 1.21 | 0.27 | 0.62 | 1.44 |
| 9741 | Albany | 1.34 | 0.27 | 0.57 | 1.28 | 0.82 | 0.27 | 0.62 | 0.53 | 0.44 | 0.27 | 0.38 | 0.38 | 1.31 | 0.27 | 0.54 | 1.14 |
| 9789 | Esperance | 0.91 | 0.27 | 0.55 | 0.91 | 0.54 | 0.27 | 0.61 | 0.51 | 0.57 | 0.27 | 0.49 | 0.41 | 1.2] | 0.27 | 0.59 | 0.94 |
| 10035 | Cunderdin | 0.19 | 0.27 | 0.39 | 0.07 | 0.14 | 0.27 | 0.39 | 0.17 | 0.61 | 0.27 | 0.55 | 0.55 | 0.34 | 0.27 | 0.57 | 0.39 |
| 10648 | Wandering | 0.09 | 0.27 | 0.38 | 0.07 | 0.11 | 0.27 | 0.40 | 0.23 | 0.39 | 0.27 | 0.41 | 0.31 | 0.36 | 0.27 | 0.56 | 0.50 |
| 11052 | Forrest | 0.02 | 0.27 | 0.37 | 0.09 | 0.13 | 0.27 | 0.54 | 0.22 | 0.52 | 0.27 | 0.55 | 0.52 | 0.00 | 0.27 | 0.47 | 0.20 |
| 12038 | Kalgoorlie | 0.30 | 0.27 | 0.34 | 0.16 | 0.02 | 0.27 | 0.38 | 0.11 | 0.33 | 0.27 | 0.53 | 0.43 | 0.06 | 0.27 | 0.36 | 0.13 |
| 13017 | Giles | 1.18 | 0.27 | 0.73 | 0.80 | 0.84 | 0.27 | 0.51 | 0.51 | 0.08 | 0.27 | 0.37 | 0.13 | 0.51 | 0.27 | 0.60 | 0.22 |
| 14015 | Darwin AP | 0.74 | 0.27 | 0.61 | 0.77 | 1.15 | 0.27 | 0.67 | 1.21 | 0.45 | 0.27 | 0.47 | 0.37 | 0.73 | 0.27 | 0.49 | 0.71 |
| 14825 | Vict. R. Downs | 0.47 | 0.27 | 0.53 | 0.25 | 0.70 | 0.27 | 0.67 | 0.72 | 0.20 | 0.27 | 0.42 | 0.16 | 1.50 | 0.27 | 0.54 | 1.76 |
| 15135 | Tennant Creek | 0.70 | 0.27 | 0.68 | 0.49 | 0.93 | 0.27 | 0.70 | 0.78 | 0.19 | 0.27 | 0.34 | 0.07 | 0.94 | 0.27 | 0.71 | 0.60 |
| 15548 | Rabbit Flat | 0.59 | 0.27 | 0.69 | 0.47 | 1.39 | 0.27 | 0.60 | 0.97 | 0.29 | 0.27 | 0.39 | 0.13 | 0.98 | 0.27 | 0.73 | 0.77 |
| 15590 | Alice Springs | 1.10 | 0.27 | 0.72 | 0.66 | 0.34 | 0.27 | 0.49 | 0.28 | 0.04 | 0.27 | 0.38 | 0.06 | 0.32 | 0.27 | 0.45 | 0.11 |
| 16001 | Woomera | 0.32 | 0.27 | 0.35 | 0.06 | 0.11 | 0.27 | 0.35 | 0.14 | 0.39 | 0.27 | 0.47 | 0.68 | 0.18 | 0.27 | 0.44 | 0.16 |
| 16044 | Tarcoola | 0.13 | 0.27 | 0.39 | 0.04 | 0.16 | 0.27 | 0.40 | 0.12 | 0.47 | 0.27 | 0.62 | 0.59 | 0.06 | 0.27 | 0.40 | 0.16 |
| 17031 | Marree | 0.31 | 0.27 | 0.42 | 0.21 | 0.11 | 0.27 | 0.39 | 0.12 | 0.59 | 0.27 | 0.46 | 0.57 | 0.11 | 0.27 | 0.38 | 0.15 |
| 17043 | Oodnadatta | 0.46 | 0.27 | 0.54 | 0.45 | 0.21 | 0.27 | 0.40 | 0.15 | 0.75 | 0.27 | 0.60 | 0.59 | 0.11 | 0.27 | 0.35 | 0.12 |
| 18012 | Ceduna | 0.02 | 0.27 | 0.65 | 0.26 | 0.24 | 0.27 | 0.67 | 0.41 | 0.82 | 0.27 | 0.60 | 0.60 | 0.18 | 0.27 | 0.62 | 0.26 |
| 18070 | Port Lincoln | 1.74 | 0.27 | 0.57 | 0.89 | 1.45 | 0.27 | 0.59 | 1.21 | 1.01 | 0.27 | 0.50 | 0.89 | 1.57 | 0.27 | 0.52 | 1.35 |
| 21046 | Snowtown | 0.00 | 0.27 | 0.36 | 0.02 | 0.06 | 0.27 | 0.38 | 0.05 | 0.59 | 0.27 | 0.49 | 0.56 | 0.12 | 0.27 | 0.54 | 0.18 |
| 22801 | Cape Borda | 0.32 | 0.27 | 0.73 | 0.40 | 0.50 | 0.27 | 0.61 | 0.65 | 0.53 | 0.27 | 0.47 | 0.54 | 0.87 | 0.27 | 0.60 | 0.84 |

Table 6.6a. Actual and modelled percentage frequencies of maximum temperatures more than 3 standard deviations from the mean
A - actual value; B - single Gaussian distribution; C - three-parameter gamma distribution; D - compound Gaussian distribution

Table 6.6a (cont.). Actual and modelled percentage frequencies of maximum temperatures more than 3 standard deviations from the mean

| Station | Station name | Summer (Dec-Feb) |  |  |  | Autuma (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Sep-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| number |  | A | B | C | D | A | B | C | D | A | B | C | D | A | B | C | D |
| 23090 | Adelaide RO | 0.00 | 0.27 | 0.48 | 0.05 | 0.15 | 0.27 | 0.64 | 0.30 | 0.81 | 0.27 | 0.57 | 0.70 | 0.25 | 0.27 | 0.62 | 0.25 |
| 23373 | Nurioutpa | 0.00 | 0.27 | 0.36 | 0.04 | 0.11 | 0.27 | 0.46 | 0.17 | 0.87 | 0.27 | 0.58 | 0.71 | 0.08 | 0.27 | 0.57 | 0.22 |
| 26021 | Mount Gambier | 0.24 | 0.27 | 0.72 | 0.43 | 0.57 | 0.27 | 0.66 | 0.63 | 0.79 | 0.27 | 0.47 | 0.74 | 0.74 | 0.27 | 0.61 | 0.62 |
| 26026 | Robe | 1.14 | 0.27 | 0.57 | 0.88 | 0.74 | 0.27 | 0.57 | 0.93 | 0.42 | 0.27 | 0.42 | 0.44 | 0.77 | 0.27 | 0.62 | 0.81 |
| 27022 | 'Thursday Island | 0.44 | 0.27 | 0.42 | 0.18 | 0.52 | 0.27 | 0.55 | 0.75 | 0.85 | 0.27 | 0.48 | 0.79 | 0.91 | 0.27 | 0.45 | 0.68 |
| 27045 | Weipa | 0.48 | 0.27 | 0.65 | 0.4 .4 | 1.16 | 0.27 | 0.57 | 1.10 | 0.91 | 0.27 | 0.57 | 1.12 | 0.37 | 0.27 | 0.52 | 0.51 |
| 28004 | Palmerville | 1.07 | 0.27 | 0.62 | 1.01 | 1.24 | 0.27 | 0.60 | 1.30 | 0.83 | 0.27 | 0.70 | 0.74 | 0.68 | 0.27 | 0.52 | 0.71 |
| 29004 | Burketown | 0.35 | 0.27 | 0.37 | 0.49 | 1.0 .3 | 0.27 | 0.66 | 1.16 | 0.49 | 0.27 | 0.58 | 0.50 | 0.61 | 0.27 | 0.44 | 0.65 |
| 30045 | Richmond | 0.97 | 0.27 | 0.70 | 0.85 | 1.25 | 0.27 | 0.65 | 1.19 | 0.29 | 0.27 | 0.40 | 0.16 | 1.07 | 0.27 | 0.67 | 1.03 |
| 31011 | Caims | 1.44 | 0.27 | 0.51 | 1.35 | 0.87 | 0.27 | 0.46 | 0.75 | 0.54 | 0.27 | 0.55 | 0.67 | 1.24 | 0.27 | 0.49 | 1.28 |
| 32040 | Townsvilie | 1.41 | 0.27 | 0.46 | 1.61 | 1.44 | 0.27 | 0.50 | 1.38 | 1.09 | 0.27 | 0.46 | 1.05 | 1.52 | 0.27 | 0.46 | 1.54 |
| 33119 | Mackay MO | 0.65 | 0.27 | 0.38 | 0.72 | 0.83 | 0.27 | 0.37 | 0.76 | 0.89 | 0.27 | 0.42 | 0.85 | 0.44 | 0.27 | 0.39 | 0.31 |
| 34084 | Charters 'lowers | 0.74 | 0.27 | 0.52 | 0.88 | 0.95 | 0.27 | 0.57 | 0.77 | 0.59 | 0.27 | 0.45 | 0.59 | 0.84 | 0.27 | 0.50 | 0.82 |
| 36007 | Barcaldine | 1.04 | 0.27 | 0.70 | 0.91 | 1.01 | 0.27 | 0.71 | 1.15 | 0.25 | 0.27 | 0.34 | 0.19 | 0.42 | 0.27 | 0.35 | 0.54 |
| 36031 | Longreach | 1.32 | 0.27 | 0.58 | 0.89 | 1.20 | 0.27 | 0.63 | 0.94 | 0.16 | 0.27 | 0.35 | 0.16 | 0.47 | 0.27 | 0.51 | 0.57 |
| 37010 | Camooweal | 0.61 | 0.27 | 0.66 | 0.54 | 1.16 | 0.27 | 0.70 | 0.85 | 0.28 | 0.27 | 0.44 | 0.18 | 1.08 | 0.27 | 0.68 | 0.95 |
| 38002 | Birdsville | 0.79 | 0.27 | 0.58 | 0.54 | 0.31 | 0.27 | 0.41 | 0.17 | 0.23 | 0.27 | 0.47 | 0.18 | 0.06 | 0.27 | 0.49 | 0.07 |
| 38003 | Boulia | 1.11 | 0.27 | 0.70 | 0.81 | 1.01 | 0.27 | 0.53 | 0.82 | 0.14 | 0.27 | 0.37 | 0.05 | 0.42 | 0.27 | 0.37 | 0.29 |
| 39039 | Gayndah | 0.64 | 0.27 | 0.37 | 0.73 | 0.79 | 0.27 | 0.48 | 0.87 | 0.52 | 0.27 | 0.47 | 0.46 | 0.47 | 0.27 | 0.41 | 0.60 |
| 39083 | Rockhampton | 0.50 | 0.27 | 0.42 | 0.70 | 0.80 | 0.27 | 0.50 | 0.98 | 0.78 | 0.27 | 0.47 | 0.74 | 0.48 | 0.27 | 0.39 | 0.39 |
| 39128 | Bundaberg | 1.37 | 0.27 | 0.44 | 1.15 | 0.87 | 0.27 | 0.67 | 1.06 | 0.66 | 0.27 | 0.39 | 0.77 | 1.11 | 0.27 | 0.43 | 1.13 |
| 40004 | Amberley | 0.50 | 0.27 | 0.42 | 0.65 | 0.98 | 0.27 | 0.38 | 0.95 | 0.63 | 0.27 | 0.42 | 0.86 | 0.53 | 0.27 | 0.36 | 0.64 |
| 40223 | Brisbane AP | 1.10 | 0.27 | 0.50 | 1.16 | 1.16 | 0.27 | 0.46 | 1.16 | 1.02 | 0.27 | 0.42 | 0.89 | 1.37 | 0.27 | 0.59 | 1.21 |
| 40908 | Tewantin | 1.56 | 0.27 | 0.62 | 1.43 | 1.18 | 0.27 | 0.47 | 1.17 | 0.97 | 0.27 | 0.51 | 0.87 | 0.75 | 0.27 | 0.64 | 0.78 |
| 42023 | Miles | 0.47 | 0.27 | 0.45 | 0.48 | 0.62 | 0.27 | 0.65 | 0.81 | 0.13 | 0.27 | 0.37 | 0.06 | 0.44 | 0.27 | 0.42 | 0.36 |
| 43109 | St. George | 0.87 | 0.27 | 0.62 | 0.82 | 0.57 | 0.27 | 0.58 | 0.61 | 0.06 | 0.27 | 0.37 | 0.10 | 0.16 | 0.27 | 0.37 | 0.24 |
| 44021 | Charleville | 0.77 | 0.77 | 0.65 | 0.68 | 0.46 | 0.27 | 0.55 | 0.43 | 0.06 | 0.27 | 0.39 | 0.07 | 0.18 | 0.27 | 0.37 | 0.18 |


| Station number | Station name | Summer (Dec-Feb) |  |  |  | Autumn (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Scp-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C | D | A | B | C | D | A | B | C | D | A | B | C | D |
| 45017 | Thargomindah | 0.55 | 0.27 | 0.48 | 0.47 | 0.17 | 0.27 | 0.40 | 0.16 | 0.11 | 0.27 | 0.53 | 0.17 | 0.08 | 0.27 | 0.37 | 0.16 |
| 460.37 | Tiboobutra | 0.26 | 0.27 | 0.47 | 0.22 | 0.15 | 0.27 | 0.45 | 0.11 | 0.18 | 0.27 | 0.48 | 0.11 | 0.08 | 0.27 | 0.36 | 0.09 |
| 46043 | Wilcannia | 0.23 | 0.27 | 0.36 | 0.13 | 0.09 | 0.27 | 0.38 | 0.04 | 0.38 | 0.27 | 0.45 | 0.40 | 0.06 | 0.27 | 0.39 | 0.16 |
| 48027 | Cobar | 0.36 | 0.27 | 0.36 | 0.34 | 0.14 | 0.27 | 0.35 | 0.14 | 0.41 | 0.27 | 0.44 | 0.39 | 0.05 | 0.27 | 0.42 | 0.16 |
| 48239 | Bourke | 0.45 | 0.27 | 0.54 | 0.46 | 0.22 | 0.27 | 0.38 | 0.22 | 0.41 | 0.27 | 0.47 | 0.28 | 0.03 | 0.27 | 0.36 | 0.10 |
| 52088 | Walgett | 0.64 | 0.27 | 0.50 | 0.51 | 0.48 | 0.27 | 0.54 | 0.41 | 0.09 | 0.27 | 0.38 | 0.20 | 0.06 | 0.27 | 0.36 | 0.17 |
| 53048 | Moree | 0.56 | 0.27 | 0.39 | 0.59 | 0.64 | 0.27 | 0.50 | 0.69 | 0.21 | 0.27 | 0.38 | 0.21 | 0.23 | 0.27 | 0.37 | 0.30 |
| 55024 | Gunnedah SC | 0.31 | 0.27 | 0.43 | 0.41 | 0.61 | 0.27 | 0.45 | 0.54 | 0.20 | 0.27 | 0.38 | 0.21 | 0.17 | 0.27 | 0.37 | 0.26 |
| 56017 | Inverell PO | 0.31 | 0.27 | 0.36 | 0.48 | 0.83 | 0.27 | 0.64 | 0.77 | 0.25 | 0.27 | 0.44 | 0.19 | 0.25 | 0.27 | 0.36 | 0.28 |
| 58012 | Yamba | 1.39 | 0.27 | 0.58 | 1.66 | 1.03 | 0.27 | 0.41 | 1.03 | 0.83 | 0.27 | 0.48 | 0.83 | 1.81 | 0.27 | 0.45 | 1.87 |
| 59040 | Coffs Harbour | 1.18 | 0.27 | 0.57 | 1.39 | 0.93 | 0.27 | 0.56 | 0.97 | 0.90 | 0.27 | 0.54 | 0.85 | 1.30 | 0.27 | 0.55 | 1.16 |
| 60026 | Port Macquarie | 0.97 | 0.27 | 0.58 | 1.48 | 0.85 | 0.27 | 0.38 | 0.76 | 0.70 | 0.27 | 0.47 | 0.74 | 1.35 | 0.27 | 0.54 | 1.42 |
| 61078 | Williamtown | 0.62 | 0.27 | 0.70 | 0.51 | 0.71 | 0.27 | 0.56 | 0.70 | 0.75 | 0.27 | 0.51 | 0.87 | 0.60 | 0.27 | 0.67 | 0.54 |
| 61089 | Scone SC | 0.07 | 0.27 | 0.35 | 0.10 | 0.10 | 0.27 | 0.35 | 0.21 | 0.24 | 0.27 | 0.39 | 0.18 | 0.10 | 0.27 | 0.38 | 0.18 |
| 63005 | Bathurst ARS | 0.10 | 0.27 | 0.36 | 0.14 | 0.26 | 0.27 | 0.40 | 0.32 | 0.16 | 0.27 | 0.35 | 0.18 | 0.12 | 0.27 | 0.41 | 0.17 |
| 65012 | Dubbo | 0.22 | 0.27 | 0.35 | 0.20 | 0.38 | 0.27 | 0.48 | 0.38 | 0.16 | 0.27 | 0.38 | 0.20 | 0.22 | 0.27 | 0.37 | 0.22 |
| 66062 | Sydney RO | 1.56 | 0.27 | 0.56 | 1.40 | 0.79 | 0.27 | 0.51 | 0.85 | 0.61 | 0.27 | 0.45 | 0.60 | 0.99 | 0.27 | 0.60 | 0.87 |
| 67105 | Richmond | 0.12 | 0.27 | 0.42 | 0.22 | 0.54 | 0.27 | 0.44 | 0.45 | 0.77 | 0.27 | 0.47 | 0.67 | 0.19 | 0.27 | 0.40 | 0.36 |
| 68034 | Jervis Bay | 1.21 | 0.27 | 0.75 | 1.26 | 0.61 | 0.27 | 0.55 | 0.56 | 0.57 | 0.27 | 0.54 | 0.40 | 1.07 | 0.27 | 0.70 | 0.84 |
| 68076 | Nowra | 1.19 | 0.27 | 0.67 | 0.72 | 0.53 | 0.27 | 0.47 | 0.36 | 0.70 | 0.27 | 0.55 | 0.75 | 0.89 | 0.27 | 0.63 | 0.80 |
| 69018 | Moruya Heads | 2.37 | 0.27 | 0.39 | 2.46 | 1.13 | 0.27 | 0.54 | 1.15 | 0.89 | 0.27 | 0.45 | 0.79 | 2.13 | 0.27 | 0.41 | 1.88 |
| 70014 | Canberra Airport | 0.06 | 0.27 | 0.38 | 0.13 | 0.45 | 0.27 | 0.35 | 0.34 | 0.49 | 0.27 | 0.37 | 0.47 | 0.27 | 0.27 | 0.41 | 0.30 |
| 72161 | Cabramurra | 0.41 | 0.27 | 0.39 | 0.40 | 0.50 | 0.27 | 0.46 | 0.39 | 0.25 | 0.27 | 0.37 | 0.10 | 0.06 | 0.27 | 0.36 | 0.25 |
| 72150 | Wagga Wagga | 0.20 | 0.27 | 0.37 | 0.27 | 0.12 | 0.27 | 0.35 | 0.17 | 0.36 | 0.27 | 0.44 | 0.29 | 0.40 | 0.27 | 0.46 | 0.37 |
| 73054 | Wyalong | 0.32 | 0.27 | 0.36 | 0.28 | 0.09 | 0.27 | 0.36 | 0.13 | 0.34 | 0.27 | 0.44 | 0.34 | 0.22 | 0.27 | 0.44 | 0.28 |
| 74128 | Deniliquin | 0.03 | 0.27 | 0.37 | 0.11 | 0.11 | 0.27 | 0.37 | 0.13 | 0.60 | 0.27 | 0.54 | 0.68 | 0.47 | 0.27 | 0.57 | 0.48 |
| 76031 | Mildura | 0.04 | 0.27 | 0.40 | 0.05 | 0.09 | 0.27 | 0.42 | 0.12 | 0.48 | 0.27 | 0.47 | 0.51 | 0.43 | 0.27 | 0.60 | 0.45 |
| 78031 | Nhill | 0.06 | 0.27 | 0.40 | 0.11 | 0.19 | 0.27 | 0.52 | 0.30 | 1.12 | 0.27 | 0.63 | 1.03 | 0.63 | 0.27 | 0.66 | 0.51 |
| 80023 | Kerang | 0.00 | 0.27 | 0.39 | 0.11 | 0.20 | 0.27 | 0.43 | 0.18 | 0.91 | 0.27 | 0.54 | 0.74 | 0.38 | 0.27 | 0.58 | 0.45 |
| 82039 | Rutherglen | 0.28 | 0.27 | 0.39 | 0.22 | 0.07 | 0.27 | 0.36 | 0.09 | 0.48 | 0.27 | 0.46 | 0.38 | 0.42 | 0.27 | 0.47 | 0.50 |
| 84016 | Gabo Island | 1.29 | 0.27 | 0.58 | 1.71 | 0.82 | 0.27 | 0.66 | 0.99 | 0.98 | 0.27 | 0.58 | 0.84 | 1.90 | 0.27 | 0.54 | 2.01 |
| 84030 | Orbost | 0.45 | 0.27 | 0.72 | 0.42 | 0.22 | 0.27 | 0.54 | 0.34 | 0.42 | 0.27 | 0.46 | 0.35 | 0.43 | 0.27 | 0.63 | 0.50 |

Table 6.6a (cont.). Actual and modelled percentage frequencies of maximum femperatures more than 3 standard deviations from the mean

## Table 6.6a (cont.). Actual and modelled percentage frequencies of naximum temperatures more than 3 standard deviations from the mean

| Station number | Station name | Summer (Dec-Feb) |  |  |  | Autumn (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Sep-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | $\dot{C}$ | I) | A | B | C | D | A | B | C | D | A | B | C. | D |
| 85072 | Sale | 0.69 | 0.27 | 0.58 | 0.67 | 0.66 | 0.27 | 0.55 | 0.75 | 0.87 | 0.27 | 0.56 | 0.83 | 1.12 | 0.27 | 0.58 | 0.83 |
| 85096 | Wilsons Prom. | 2.19 | 0.27 | 0.46 | 1.72 | 1.29 | 0.27 | 0.55 | 1.22 | 1.28 | 0.27 | 0.58 | 1.33 | 1.82 | 0.27 | 0.47 | 1.60 |
| 86071 | Melbourne RO | 0.08 | 0.27 | 0.64 | 0.22 | 0.27 | 0.27 | 0.54 | 0.26 | 0.38 | 0.27 | 0.42 | 0.38 | 0.32 | 0.27 | 0.60 | 0.32 |
| 87031 | Laverton | 0.10 | 0.27 | 0.73 | 0.32 | 0.23 | 0.27 | 0.57 | 0.18 | 0.71 | 0.27 | 0.41 | 0.59 | 0.66 | 0.27 | 0.68 | 0.42 |
| 90015 | Cape Otway | 1.88 | 0.27 | 0.47 | 1.47 | 1.29 | 0.27 | 0.58 | 0.99 | 1.02 | 0.27 | 0.60 | 0.98 | 1.31 | 0.27 | 0.54 | 1.16 |
| 91057 | Low Head | 0.30 | 0.27 | 0.38 | 0.24 | 0.14 | 0.27 | 0.40 | 0.17 | 0.11 | 0.27 | 0.34 | 0.25 | 0.47 | 0.27 | 0.40 | 0.43 |
| 91104 | Launceston AP | 0.73 | 0.27 | 0.56 | 0.62 | 0.29 | 0.27 | 0.39 | 0.31 | 0.44 | 0.27 | 0.35 | 0.29 | 0.58 | 0.27 | 0.52 | 0.62 |
| 92045 | Eddystone Point | 1.41 | 0.27 | 0.67 | 1.51 | 0.54 | 0.27 | 0.55 | 0.61 | 0.63 | 0.27 | 0.38 | 0.52 | 1.28 | 0.27 | 0.62 | 1.39 |
| 94010 | Cape Bruny | 1.64 | 0.27 | 0.57 | 1.58 | 0.94 | 0.27 | 0.54 | 0.69 | 0.41 | 0.27 | 0.37 | 0.25 | 1.39 | 0.27 | 0.57 | 1.30 |
| 94029 | Hobart RO | 1.27 | 0.27 | 0.60 | 1.12 | 0.56 | 0.27 | 0.59 | 0.50 | 0.18 | 0.27 | 0.39 | 0.18 | 1.04 | 0.27 | 0.59 | 0.87 |
| 94069 | Grove | 0.95 | 0.27 | 0.68 | 0.76 | 0.36 | 0.27 | 0.43 | 0.31 | 0.22 | 0.27 | 0.38 | 0.19 | 0.95 | 0.27 | 0.61 | 0.84 |
| 96003 | Butlers Gorge | 0.00 | 0.27 | 0.38 | 0.05 | 0.06 | 0.27 | 0.40 | 0.11 | 0.15 | 0.27 | 0.36 | 0.30 | 0.21 | 0.27 | 0.38 | 0.15 |


| Station number | Station name | Summer (Dec-Feb) |  |  |  | Autumn (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Sep-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C | D | A | B | C. | D | A | B | C | D | A | B | C | D |
| 1021 | Kalumburu | 0.20 | 0.27 | 0.37 | 0.27 | 0.68 | 0.27 | 0.54 | 0.69 | 0.06 | 0.27 | 0.34 | 0.17 | 0.69 | 0.27 | 0.48 | 0.47 |
| 2012 | Halls Creek | 0.70 | 0.27 | 0.44 | 0.57 | 0.79 | 0.27 | 0.44 | 0.79 | 0.25 | 0.27 | 0.36 | 0.15 | 0.51 | 0.27 | 0.45 | 0.56 |
| 3003 | Broome | 0.56 | 0.27 | 0.56 | 0.61 | 0.23 | 0.27 | 0.41 | 0.17 | 0.00 | 0.27 | 0.35 | 0.05 | 0.45 | 0.27 | 0.40 | 0.44 |
| 4032 | Port Hedland | 0.51 | 0.27 | 0.43 | 0.58 | 0.18 | 0.27 | 0.40 | 0.29 | 0.02 | 0.27 | 0.36 | 0.06 | 0.41 | 0.27 | 0.47 | 0.37 |
| 5007 | Learmonth | 0.15 | 0.27 | 0.40 | 0.13 | 0.45 | 0.27 | 0.38 | 0.27 | 0.10 | 0.27 | 0.41 | 0.18 | 0.70 | 0.27 | 0.39 | 0.52 |
| 5026 | Wittenoom | 0.12 | 0.27 | 0.40 | 0.08 | 0.29 | 0.27 | 0.37 | 0.18 | 0.14 | 0.27 | 0.34 | 0.13 | 0.14 | 0.27 | 0.40 | 0.09 |
| 6011 | Carnarvon | 0.69 | 0.27 | 0.46 | 0.83 | 0.11 | 0.27 | 0.39 | 0.05 | 0.09 | 0.27 | 0.44 | 0.21 | 0.13 | 0.27 | 0.47 | 0.34 |
| 7045 | Meckatharra | 0.24 | 0.27 | 0.42 | 0.18 | 0.16 | 0.27 | 0.37 | 0.21 | 0.12 | 0.27 | 0.43 | 0.27 | 0.21 | 0.27 | 0.39 | 0.13 |
| 8039 | Dalwallinu | 0.17 | 0.27 | 0.43 | 0.18 | 0.20 | 0.27 | 0.39 | 0.13 | 0.03 | 0.27 | 0.37 | 0.13 | 0.37 | 0.27 | 0.46 | 0.33 |
| 8051 | Gexaldton | 0.24 | 0.27 | 0.40 | 0.15 | 0.14 | 0.27 | 0.39 | 0.13 | 0.06 | 0.27 | 0.36 | 0.10 | 0.20 | 0.27 | 0.40 | 0.12 |
| 9021 | Perth Airport | 0.27 | 0.27 | 0.38 | 0.27 | 0.13 | 0.27 | 0.36 | 0.16 | 0.00 | 0.27 | 0.35 | 0.11 | 0.17 | 0.27 | 0.40 | 0.20 |
| 9518 | Cape Leeuwin | 0.71 | 0.27 | 0.45 | 0.77 | 0.44 | 0.27 | 0.34 | 0.32 | 0.46 | 0.27 | 0.52 | 0.54 | 0.45 | 0.27 | 0.40 | 0.47 |
| 9741 | Albany | 0.15 | 0.27 | 0.47 | 0.33 | 0.15 | 0.27 | 0.33 | 0.15 | 0.23 | 0.27 | 0.49 | 0.34 | 0.09 | 0.27 | 0.34 | 0.16 |
| 9789 | Esperance | 0.28 | 0.27 | 0.36 | 0.16 | 0.27 | 0.27 | 0.38 | 0.15 | 0.38 | 0.27 | 0.39 | 0.33 | 0.39 | 0.27 | 0.37 | 0.30 |
| 10035 | Cunderdin | 0.28 | 0.27 | 0.44 | 0.32 | 0.11 | 0.27 | 0.38 | 0.17 | 0.22 | 0.27 | 0.38 | 0.13 | 0.20 | 0.27 | 0.40 | 0.18 |
| 10648 | Wandering | 0.31 | 0.27 | 0.36 | 0.36 | 0.03 | 0.27 | 0.37 | 0.06 | 0.00 | 0.27 | 0.38 | 0.04 | 0.06 | 0.27 | 0.36 | 0.07 |
| 11052 | Forrest | L. 05 | 0.27 | 0.54 | 0.89 | 0.72 | 0.27 | 0.57 | 0.71 | 0.47 | 0.27 | 0.59 | 0.62 | 0.90 | 0.27 | 0.56 | 0.82 |
| 12038 | Kalgoorlie | 0.16 | 0.27 | 0.38 | 0.19 | 0.22 | 0.27 | 0.37 | 0.29 | 0.20 | 0.27 | 0.40 | 0.12 | 0.20 | 0.27 | 0.41 | 0.33 |
| 13017 | Giles | 0.30 | 0.27 | 0.49 | 0.41 | 0.33 | 0.27 | 0.38 | 0.42 | 0.41 | 0.27 | 0.49 | 0.36 | 0.11 | 0.27 | 0.50 | 0.14 |
| 14015 | Darwin AP | 0.08 | 0.27 | 0.38 | 0.05 | 0.70 | 0.27 | 0.54 | 0.62 | 0.29 | 0.27 | 0.43 | 0.23 | 0.59 | 0.27 | 0.59 | 0.56 |
| 14825 | Vict. R. Downs | 0.68 | 0.27 | 0.47 | 0.68 | 0.43 | 0.27 | 0.48 | 0.35 | 0.00 | 0.27 | 0.42 | 0.04 | 0.21 | 0.27 | 0.57 | 0.21 |
| 15135 | Tennant Creek | 0.42 | 0.27 | 0.36 | 0.34 | 0.49 | 0.27 | 0.46 | 0.70 | 0.05 | 0.27 | 0.38 | 0.09 | 0.25 | 0.27 | 0.44 | 0.29 |
| 15548 | Rabbit Flat | 0.33 | 0.27 | 0.49 | 0.41 | 0.12 | 0.27 | 0.39 | 0.13 | 0.00 | 0.27 | 0.38 | 0.08 | 0.08 | 0.27 | 0.36 | 0.22 |
| 15590 | Alice Springs | 0.06 | 0.27 | 0.40 | 0.06 | 0.10 | 0.27 | 0.38 | 0.07 | 0.26 | 0.27 | 0.54 | 0.19 | 0.10 | 0.27 | 0.38 | 0.17 |
| 16001 | Woomera | 0.28 | 0.27 | 0.48 | 0.07 | 0.12 | 0.27 | 0.38 | 0.20 | 0.20 | 0.27 | 0.38 | 0.38 | 0.19 | 0.27 | 0.55 | 0.61 |
| 16044 | Tarcoola | 0.17 | 0.27 | 0.41 | 0.14 | 0.16 | 0.27 | 0.42 | 0.17 | 0.16 | 0.27 | 0.37 | 0.08 | 0.48 | 0.27 | 0.57 | 0.51 |
| 17031 | Marree | 0.08 | 0.27 | 0.41 | 0.08 | 0.08 | 0.27 | 0.39 | 0.14 | 0.33 | 0.27 | 0.53 | 0.26 | 0.20 | 0.27 | 0.56 | 0.25 |
| 17043 | Oodnadatta | 0.05 | 0.27 | 0.38 | 0.04 | 0.11 | 0.27 | 0.40 | 0.14 | 0.29 | 0.27 | 0.49 | 0.22 | 0.09 | 0.27 | 0.38 | 0.07 |
| 18012 | Ccduna | 0.36 | 0.27 | 0.37 | 0.32 | 0.14 | 0.27 | 0.39 | 0.12 | 0.08 | 0.27 | 0.36 | 0.09 | 0.18 | 0.27 | 0.39 | 0.21 |
| 18070 | Port Lincoln | 0.45 | 0.27 | 0.49 | 0.44 | 0.27 | 0.27 | 0.36 | 0.31 | 0.44 | 0.27 | 0.38 | 0.34 | 0.25 | 0.27 | 0.36 | 0.23 |
| 21046 | Snowtown | 0.33 | 0.27 | 0.52 | 0.29 | 0.15 | 0.27 | 0.38 | 0.13 | 0.18 | 0.27 | 0.34 | 0.07 | 0.42 | 0.27 | 0.53 | 0.25 |
| 22801 | Cape Borda | 1.88 | 0.27 | 0.48 | 1.69 | 0.72 | 0.27 | 0.54 | 0.58 | 0.23 | 0.27 | 0.38 | 0.15 | 0.91 | 0.27 | 0.60 | 0.79 |

Table 6.6b. Actual and modelled percentage frequencies of minimum temperatures more than $\mathbf{3}$ standard deviations from the mean

[^0]Table 6.6 b (cont.). Actual and nodelled percentage frequencies of minimum temperatures more than 3 standard deviations from the mean

| Station | Station name | Summer (Dec-Feb) |  |  |  | Autumn (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Scp-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| number |  | A | B | C | I) | A | 8 | C | D | A | B | C | D | A | B | C | D |
| 23090 | Adclaice RO | 0.73 | 0.27 | 0.68 | 0.64 | 0.50 | 0.27 | 0.52 | 0.50 | 0.13 | 0.27 | 0.36 | 0.09 | 0.67 | 0.27 | 0.62 | 0.52 |
| 23373 | Nuriootpa | 0.19 | 0.27 | 0.46 | 0.25 | 0.25 | 0.27 | 0.38 | 0.26 | 0.05 | 0.27 | 0.36 | 0.04 | 0.36 | 0.27 | 0.40 | 0.24 |
| 26021 | Mount Gambier | 0.63 | 0.27 | 0.55 | 0.48 | 0.28 | 0.27 | 0.38 | 0.37 | 0.10 | 0.27 | 0.45 | 0.16 | 0.46 | 0.27 | 0.43 | 0.39 |
| 26026 | Robe | 0.68 | 0.27 | 0.49 | 0.65 | 0.25 | 0.27 | 0.45 | 0.25 | 0.24 | 0.27 | 0.59 | 0.29 | 0.12 | 0.27 | 0.37 | 0.33 |
| 27022 | Thursday Island | 0.26 | 0.27 | 0.43 | 0.12 | 0.31 | 0.27 | 0.40 | 0.32 | 0.56 | 0.27 | 0.44 | 0.52 | 0.31 | 0.27 | 0.39 | 0.27 |
| 27045 | Weipa | 1.18 | 0.27 | 0.41 | 1.04 | 0.81 | 0.27 | 0.50 | 0.77 | 0.65 | 0.27 | 0.40 | 0.54 | 0.76 | 0.27 | 0.48 | 0.53 |
| 28004 | Palmerville | 0.79 | 0.37 | 0.52 | 0.80 | 0.57 | 0.27 | 0.50 | 0.49 | 0.73 | 0.27 | 0.47 | 0.50 | 0.91 | 0.27 | 0.49 | 0.68 |
| 29004 | Burketown | 0.36 | 0.27 | 0.46 | 0.33 | 0.52 | 0.27 | 0.59 | 0.12 | 0.17 | 0.27 | 0.36 | 0.12 | 0.52 | 0.27 | 0.54 | 0.59 |
| 30045 | Richmond | 0.67 | 0.27 | 0.41 | 0.67 | 0.26 | 0.27 | 0.39 | 0.24 | 0.03 | 0.27 | 0.38 | 0.05 | 0.24 | 0.27 | 0.41 | 0.22 |
| 31011 | Cairns | 0.55 | 0.27 | 0.36 | 0.61 | 0.93 | 0.27 | 0.64 | 0.92 | 0.50 | 0.27 | 0.72 | 0.41 | 0.51 | 0.27 | 0.44 | 0.59 |
| 32040 | Townsville | 0.41 | 0.27 | 0.47 | 0.46 | 0.37 | 0.27 | 0.49 | 0.41 | 0.10 | 0.27 | 0.36 | 0.15 | 0.43 | 0.27 | 0.53 | 0.38 |
| 33119 | Mackay MO | 0.27 | 0.27 | 0.34 | 0.15 | 0.51 | 0.27 | 0.47 | 0.48 | 0.00 | 0.27 | 0.32 | 0.06 | 0.20 | 0.27 | 0.43 | 0.11 |
| 34084 | Charters Towers | 0.32 | 0.27 | 0.35 | 0.35 | 0.42 | 0.27 | 0.39 | 0.40 | 0.03 | 0.27 | 0.36 | 0.11 | 0.16 | 0.27 | 0.33 | 0.12 |
| 36007 | Barcaldine | 0.29 | 0.27 | 0.35 | 0.41 | 0.32 | 0.27 | 0.47 | 0.36 | 0.00 | 0.27 | 0.38 | 0.02 | 0.35 | 0.27 | 0.45 | 0.26 |
| 36031 | Longreach | 0.30 | 0.27 | 0.33 | 0.43 | 0.29 | 0.27 | 0.39 | 0.30 | 0.00 | 0.27 | 0.38 | 0.08 | 0.00 | 0.27 | 0.35 | 0.20 |
| 37010 | Camooweal | 0.47 | 0.27 | 0.51 | 0.67 | 0.12 | 0.27 | 0.42 | 0.30 | 0.03 | 0.27 | 0.39 | 0.08 | 0.20 | 0.27 | 0.47 | 0.17 |
| 38002 | Birdsville | 0.14 | 0.27 | 0.39 | 0.16 | 0.06 | 0.27 | 0.35 | 0.12 | 0.45 | 0.27 | 0.64 | 0.41 | 0.14 | 0.27 | 0.40 | 0.10 |
| 38003 | Boutia | 0.19 | 0.27 | 0.38 | 0.26 | 0.45 | 0.27 | 0.47 | 0.39 | 0.12 | 0.27 | 0.43 | 0.17 | 0.16 | 0.27 | 0.39 | 0.11 |
| 39039 | Gayndah | 0.14 | 0.27 | 0.34 | 0.17 | 0.14 | 0.27 | 0.34 | 0.13 | 0.05 | 0.27 | 0.38 | 0.09 | 0.22 | 0.27 | 0.44 | 0.13 |
| 39083 | Rockhampton | 0.33 | 0.27 | 0.35 | 0.27 | 0.79 | 0.27 | 0.59 | 0.76 | 0.00 | 0.27 | 0.37 | 0.02 | 0.46 | 0.27 | 0.46 | 0.52 |
| 39128 | Bundaberg | 0.17 | 0.27 | 0.39 | 0.18 | 0.49 | 0.27 | 0.43 | 0.55 | 0.00 | 0.27 | 0.33 | 0.02 | 0.08 | 0.27 | 0.35 | 0.15 |
| 40004 | Amberley | 0.22 | 0.27 | 0.36 | ! 0.14 | 0.12 | 0.27 | 0.35 | 0.13 | 0.00 | 0.27 | 0.41 | 0.08 | 0.04 | 0.27 | 0.39 | 0.09 |
| 40223 | Brisbane AP | 0.12 | 0.27 | 0.35 | 0.15 | 0.65 | 0.37 | 0.50 | 0.60 | 0.00 | 0.27 | 0.41 | 0.03 | 0.34 | 0.27 | 0.46 | 0.34 |
| 40908 | Tewantin | 0.35 | 0.27 | 0.41 | 10.37 | 0.83 | 0.27 | 0.59 | 0.62 | 0.00 | 0.37 | 0.35 | 0.03 | 0.22 | 0.27 | 0.42 | 0.31 |
| 42023 | Miles | 0.64 | 0.27 | 0.52 | 0.45 | 0.31 | 0.27 | 0.37 | 0.29 | 0.00 | 0.27 | 0.39 | 0.06 | 0.09 | 0.27 | 0.43 | 0.17 |
| 43109 | St. George | 0.16 | 0.27 | 0.37 | 0.30 | 0.03 | 0.27 | 0.42 | 0.16 | 0.03 | 0.27 | 0.47 | 0.18 | 0.03 | 0.77 | 0.35 | 0.04 |
| 44021 | Charleville | 0.19 | 0.27 | 0.37 | + 0.21 | 0.28 | 0.27 | $0 .+4$ | 0.26 | 0.00 | 0.27 | 0.50 | 0.18 | 0.02 | 0.27 | 0.35 | 0.08 |


| Station number | Station name | Summer (Dec-Feb) |  |  |  | Autumn (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Sep-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C | D | A | B | C. | D | A | B | C | D | A | B | C | D |
| 45017 | Thargomindah | 0.21 | 0.27 | 0.36 | 0.23 | 0.06 | 0.27 | 0.37 | 0.07 | 0.35 | 0.27 | 0.63 | 0.39 | 0.03 | 0.27 | 0.35 | 0.07 |
| 46037 | Tibooburra | 0.14 | 0.27 | 0.36 | 0.15 | 0.14 | 0.27 | 0.36 | 0.15 | 0.45 | 0.27 | 0.46 | 0.31 | 0.14 | 0.27 | 0.38 | 0.15 |
| 46043 | Wilcannia | 0.24 | 0.27 | 0.42 | 0.20 | 0.15 | 0.27 | 0.41 | 0.15 | 0.21 | 0.27 | 0.39 | 0.33 | 0.38 | 0.27 | 0.49 | 0.25 |
| 48027 | Cobar | 0.16 | 0.27 | 0.40 | 0.28 | 0.00 | 0.27 | 0.37 | 0.09 | 0.22 | 0.27 | 0.42 | 0.23 | 0.16 | 0.27 | 0.40 | 0.24 |
| 48239 | Bourke | 0.08 | 0.27 | 0.36 | 0.25 | 0.08 | 0.27 | 0.38 | 0.13 | 0.28 | 0.27 | 0.57 | 0.34 | 0.11 | 0.27 | 0.40 | 0.22 |
| 52088 | Walgett | 0.32 | 0.27 | 0.47 | 0.35 | 0.09 | 0.27 | 0.39 | 0.12 | 0.23 | 0.27 | 0.50 | 0.18 | 0.18 | 0.27 | 0.40 | 0.14 |
| 53048 | Moree | 0.47 | 0.27 | 0.44 | 0.60 | 0.27 | 0.27 | 0.40 | 0.16 | 0.05 | 0.27 | 0.39 | 0.05 | 0.04 | 0.27 | 0.35 | 0.04 |
| 55024 | Gunnedah SC | 0.31 | 0.27 | 0.42 | 0.42 | 0.24 | 0.27 | 0.39 | 0.39 | 0.07 | 0.27 | 0.37 | 0.11 | 0.32 | 0.27 | 0.39 | 0.24 |
| 56017 | Inverell PO | 0.11 | 0.27 | 0.38 | 0.09 | 0.08 | 0.27 | 0.39 | 0.10 | 0.14 | 0.27 | 0.55 | 0.25 | 0.03 | 0.27 | 0.44 | 0.10 |
| 58012 | Yamba | 0.56 | 0.27 | 0.44 | 0.43 | 0.19 | 0.27 | 0.34 | 0.26 | 0.23 | 0.27 | 0.42 | 0.18 | 0.21 | 0.27 | 0.39 | 0.24 |
| 59040 | Coffs Harbour | 0.29 | 0.27 | 0.37 | 0.13 | 0.43 | 0.27 | 0.61 | 0.50 | 0.05 | 0.27 | 0.37 | 0.08 | 0.21 | 0.27 | 0.44 | 0.34 |
| 60026 | Port Macquarie | 0.19 | 0.27 | 0.55 | 0.23 | 0.13 | 0.27 | 0.39 | 0.21 | 0.09 | 0.27 | 0.40 | 0.17 | 0.10 | 0.27 | 0.39 | 0.08 |
| 61078 | Williamtown | 0.26 | 0.27 | 0.38 | 0.29 | 0.02 | 0.27 | 0.38 | 0.04 | 0.09 | 0.27 | 0.37 | 0.33 | 0.07 | 0.27 | 0.36 | 0.09 |
| 61089 | Scone SC | 0.28 | 0.27 | 0.40 | 0.24 | 0.14 | 0.27 | 0.37 | 0.10 | 0.07 | 0.27 | 0.39 | 0.07 | 0.31 | 0.27 | 0.42 | 0.30 |
| 63005 | Bathurst ARS | 0.16 | 0.27 | 0.40 | 0.20 | 0.04 | 0.27 | 0.35 | 0.15 | 0.04 | 0.27 | 0.39 | 0.05 | 0.22 | 0.27 | 0.43 | 0.16 |
| 65012 | Dubbo | 0.33 | 0.27 | 0.40 | 0.30 | 0.03 | 0.27 | 0.38 | 0.08 | 0.03 | 0.27 | 0.38 | 0.12 | 0.11 | 0.27 | 0.36 | 0.09 |
| 66062 | Sydney RO | 0.39 | 0.27 | 0.35 | 0.30 | 0.33 | 0.27 | 0.36 | 0.26 | 0.50 | 0.27 | 0.57 | 0.42 | 0.39 | 0.27 | 0.41 | 0.27 |
| 67105 | Richmond | 0.38 | 0.27 | 0.44 | 0.52 | 0.15 | 0.27 | 0.54 | 0.21 | 0.09 | 0.27 | 0.38 | 0.04 | 0.09 | 0.27 | 0.43 | 0.07 |
| 68034 | Jervis Bay | 0.62 | 0.27 | 0.47 | 0.54 | 0.35 | 0.27 | 0.33 | 0.31 | 0.58 | 0.27 | 0.36 | 0.50 | 0.49 | 0.27 | 0.38 | 0.43 |
| 68076 | Nowra | 0.08 | 0.27 | 0.38 | 0.18 | 0.21 | 0.27 | 0.36 | 0.22 | 0.22 | 0.27 | 0.38 | 0.20 | 0.38 | 0.27 | 0.38 | 0.23 |
| 69018 | Moruya Heads | 0.41 | 0.27 | 0.34 | 0.23 | 0.35 | 0.27 | 0.44 | 0.34 | 0.45 | 0.27 | 0.57 | 0.48 | 0.25 | 0.27 | 0.39 | 0.17 |
| 70014 | Canberra Airport | 0.21 | 0.27 | 0.35 | 0.22 | 0.07 | 0.27 | 0.38 | 0.13 | 0.00 | 0.27 | 0.38 | 0.07 | 0.11 | 0.27 | 0.36 | 0.10 |
| 72161 | Cabramurra | 0.00 | 0.27 | 0.38 | 0.11 | 0.06 | 0.27 | 0.34 | 0.14 | 0.34 | 0.27 | 0.39 | 0.42 | 0.22 | 0.27 | 0.39 | 0.19 |
| 72150 | Wagga Wagga | 0.24 | 0.27 | 0.39 | 0.11 | 0.00 | 0.27 | 0.38 | 0.07 | 0.06 | 0.27 | 0.36 | 0.08 | 0.14 | 0.27 | 0.38 | 0.13 |
| 73054 | Wyalong | 0.21 | 0.27 | 0.47 | 0.19 | 0.10 | 0.27 | 0.38 | 0.11 | 0.17 | 0.27 | 0.40 | 0.15 | 0.17 | 0.27 | 0.55 | 0.30 |
| 74128 | Deniliguin | 0.28 | 0.27 | 0.44 | 0.16 | 0.03 | 0.27 | 0.36 | 0.08 | 0.03 | 0.27 | 0.40 | 0.13 | 0.19 | 0.27 | 0.44 | 0.18 |
| 76031 | Mildura | 0.26 | 0.27 | 0.41 | 0.13 | 0.13 | 0.27 | 0.42 | 0.13 | 0.15 | 0.27 | 0.37 | 0.20 | 0.37 | 0.27 | 0.60 | 0.35 |
| 78031 | Nhill | 0.31 | 0.27 | 0.58 | 0.26 | 0.00 | 0.27 | 0.37 | 0.07 | 0.16 | 0.27 | 0.32 | 0.06 | 0.16 | 0.27 | 0.38 | 0.16 |
| 80023 | Kerang | 0.17 | 0.27 | 0.55 | 0.22 | 0.21 | 0.27 | 0.45 | 0.18 | 0.21 | 0.27 | 0.40 | 0.17 | 0.21 | 0.27 | 0.51 | 0.26 |
| 82039 | Rutherglen | 0.10 | 0.27 | 0.40 | 0.09 | 0.10 | 0.27 | 0.42 | 0.11 | 0.00 | 0.27 | 0.37 | 0.06 | 0.18 | 0.27 | 0.48 | 0.19 |
| 84016 | Gabo Island | 0.29 | 0.27 | 0.47 | 0.16 | 0.31 | 0.27 | 0.40 | 0.26 | 0.25 | 0.27 | 0.41 | 0.52 | 0.45 | 0.27 | 0.37 | 0.37 |
| 84030 | Orbost | 0.20 | 0.27 | 0.37 | 0.18 | 0.08 | 0.27 | 0.37 | 0.08 | 0.14 | 0.27 | 0.36 | 0.07 | 0.25 | 0.27 | 0.39 | 0.25 |

Table 6.6b (cont.). Actual and modelled percentage frequencies of minimum temperatures more than 3 standard deviations from the mean
A - actual value; B - single Gaussian distribution; C - three-parameter gamma distribution; D - compound Gaussian distribution

Table 6.6b (cont.). Actual and modelied percentage frequencies of minimum temperatures more than 3 standard deviations from the mean

| Station number | Station name | Summer (Dec-Fcb) |  |  |  | Auturnnı (Mar-May) |  |  |  | Winter (Jun-Aug) |  |  |  | Spring (Sep-Nov) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C | D | A | B | C | D | A | B | C | D | A | B | C | D |
| 85072 | Salc | 0.04 | 0.27 | 0.39 | 0.11 | 0.09 | 0.27 | 0.35 | 0.09 | 0.22 | 0.27 | 0.47 | 0.43 | 0.15 | 0.27 | 0.36 | 0.11 |
| 85096 | Wilsons Prom. | 1.13 | 0.27 | 0.45 | 0.89 | 0.66 | 0.27 | 0.38 | 0.59 | 1.06 | 0.27 | 0.47 | 1.19 | 1.27 | 0.27 | 0.53 | 1.46 |
| 86071 | Melbourne RO | 0.80 | 0.27 | 0.59 | 0.77 | 0.21 | 0.27 | 0.37 | 0.26 | 0.05 | 0.27 | 0.36 | 0.15 | 0.58 | 0.27 | 0.53 | 0.57 |
| 87031 | Lavertor | 0.64 | 0.27 | 0.42 | 0.52 | 0.02 | 0.27 | 0.40 | 0.10 | 0.06 | 0.27 | 0.35 | 0.05 | 0.37 | 0.27 | 0.43 | 0.10 |
| 90015 | Cape Otway | 0.99 | 0.27 | 0.62 | 0.90 | 0.62 | 0.27 | 0.46 | 0.57 | 0.42 | 0.27 | 0.43 | 0.39 | 1.14 | 0.27 | 0.66 | 1.19 |
| 91057 | Low Head | 0.50 | 0.27 | 0.41 | 0.60 | 0.08 | 0.27 | 0.38 | 0.09 | 0.00 | 0.27 | 0.38 | 0.02 | 0.06 | 0.27 | 0.48 | 0.22 |
| 91104 | Launceston AP | 0.04 | 0.27 | 0.35 | 0.08 | 0.00 | 0.27 | 0.37 | 0.07 | 0.00 | 0.27 | 0.38 | 0.09 | 0.02 | 0.27 | 0.41 | 0.09 |
| 92045 | Eddystone Point | 0.33 | 0.27 | 0.57 | 0.34 | 0.03 | 0.27 | 0.41 | 0.09 | 0.06 | 0.27 | 0.34 | 0.13 | 0.21 | 0.27 | 0.44 | 0.25 |
| 94010 | Cape Bruny | 0.72 | 0.27 | 0.41 | 0.53 | 0.49 | 0.27 | 0.40 | 0.54 | 0.28 | 0.27 | 0.38 | 0.25 | 0.54 | 0.27 | 0.38 | 0.38 |
| 94029 | Hobart RO | 0.60 | 0.27 | 0.48 | 0.51 | 0.18 | 0.27 | 0.39 | 0.18 | 0.21 | 0.27 | 0.38 | 0.15 | 0.39 | 0.27 | 0.39 | 0.29 |
| 94069 | Grove | 0.30 | 0.27 | 0.39 | 0.22 | 0.16 | 0.27 | 0.39 | 0.10 | 0.30 | 0.27 | 0.45 | 0.21 | 0.14 | 0.27 | 0.37 | 0.13 |
| 96003 | Butlers Gorge | 0.29 | 0.27 | 0.42 | 0.39 | 0.12 | 0.27 | 0.40 | 0.11 | 0.12 | 0.27 | 0.38 | 0.14 | 0.25 | 0.27 | 0.38 | 0.28 |


| Season | Maximum temperature extreme freguency simulated best by procedure: (\%) |  |  | Minimum temperature extreme frequency simulated best by procedure: (\%) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Single Gaussian | Gamma | Compound Gaussian | Single Gaussian | Gamma | Compound Gaussian |
| Spring | 10 | 13 | 77 | 18 | 13 | 69 |
| Summer | 11 | 15 | 74 | 26 | 14 | 60 |
| Autumin | 12 | 14 | 74 | 14 | 9 | 77 |
| Winter | 11 | 20 | 69 | 19 | 8 | 73 |
| Annual | 11 | 15 | 74 | 19 | 11 | 70 |

Table 6.7. Summary of effectiveness of model distributions in simulating frequencies of temperatures more than 3 standard deviations from the mean

The results for maxima are similar to those from the goodness-of-fit tcsts, with the three-parameter gamma distribution performing better than the single Gaussian distribution, but less well than the compound Gaussian distribution. For minima, however, the three-parameter gamma distribution performs less well, on both measures used, than the single Gaussian distribution. Of particular interest in this context is the fact that, by definition, the gamma distribution is unimodal and skewed in one direction, and hence has a tendency to a low frequency of extremes at one end (relative to the single Gaussian distribution) and a high frequency at the other end. We have already seen in section 6.2.2.2 that some actual distributions in Australia (particularly those of winter minima in inland eastern Australia) have a low frequency of extremes at both ends of the distribution. The gamma distribution does not have the flexibility to accurately simulate such a distribution.

### 6.4.3. Conclusion

A detailed comparison of three models for the frequency distribution of daily maximum and minimum temperatures in Australia has established that the compound Gaussian distribution is the most effective, particularly with respect to the frequency of extreme high and low temperatures. The 'binormal' model of Toth and Szentimrey (1990) was not evaluated in detail, but the results they obtained for Budapest suggest that it is unlikely that it would perform better than the compound Gaussian model.

Accordingly, this distribution has been chosen for use in the further analysis of trends in the frequency of extreme temperatures in Australia, as described in Chapter 7.

### 6.5. Consequences of the compound Gaussian distribution

### 6.5.1. Physical considerations in the use of the distribution

It has long been postulated by some authors (e.g. Essenwanger, 1954, Bryson, 1966, Grace et al., 1991, Grace and Curran, 1993) that the frequency distribution of daily temperatures can be considered as the combination of a number of Gaussian distributions, each of them associated with a particular air mass.

Bryson, in particular, analysed the situation in some detail for Canada and the United States. He approached the problem from two directions; first finding the frequency of air-mass occurrence at each station by means of analysing the backward trajectorics to find the source of the air at each station on each day, then decomposing the observed frequency distribution of daily maximum temperature at each station into four Gaussian sub-distributions and associating each of these sub-distributions with an air mass, by assuming that an air mass was found most frequently near its source region. He found that the weights of the sub-distributions of July maximum temperature at the stations he examined corresponded reasonably well with the air-mass frequencies found by trajectory analysis.

Bryson also found that interannual variability, as defined by changes in July mean maximum temperatures at Madison, Wisconsin, could be more readily explained by changes in the weights of the sub-distributions (implying a change in the relative frequency of air masses) than it could by changes in the mean or standard deviation of the sub-distributions. Similar findings were made in the case of the very cool January 1992 at Adelaide and Melbourne by Curran and Grace (1992), although they did not extend this study to a longer-term consideration of anomalously warm and cool months.

The relationship of sub-distributions with air masses is an intuitively allractive one (in particular, the maritime/continental split postulated by Grace el al. (1991)). Establishing it in in objective manner over all of Australia is much more difficult and would require an analysis of air mass origins (through synoptic analysis) that is too large to be within the scope of this thesis. Such air mass analyses have been carried out for other locations, for example the German 'Grosswetterlage' (Gerstengarbe et al., 1993) and the Lamb synoptic types for Britain (Lamb, 1950; Perry and Mayes, 1998), and for specific Australian sites over short periods (Thompson, 1973a) and an analysis of the frequency distributions of daily temperatures associated with those air mass classifications would be of considerable intercst. The situation for Australia is further complicated by the fact that the temperature regime at a number of coastal sites is strongly influenced by mesoscale phenomena (for example, sea breezes) that may not
necessarily correspond to the air mass that might be identified by a broader synoptic analysis.

As an example, an attempt was made to decompose the frequency of January maximum temperatures at Perth Airport into maritime and continental components, defining air of continental origin (which, at Perth, tends to be associated with a substantial surface synoptic-scale flow from the NE quadrant) using the following criteria:

- Mean sea-level pressure at 1500 at Perth Airport less than that at Southern Cross;
- Mean sea-level pressure at 1500 at Perth Airport greater than that at Geraldion;
- Daily rainfall al Perth Airport less than 2 mm .

The first two criteria define a north-easterly flow; the third excludes the (rare) situations where a north-easterly flow occurs in association with a low-pressure system (often a decaying tropical cyclone) and the air is effectively maritime air being recirculated over land.

The results of this analysis are shown in Fig. 6.5. The criteria appear to define a particular air mass farly well, as they isolate a component which is associated with an approximately Gaussian frequency distribution of maximum temperature (no departure from normality at the $5 \%$ level was delected on any of the tests described earlier in this chapter). The remaining temperature observations, however, do not have a Gaussian distribution (departing from normality at the $1 \%$ level on all five lests), suggesting that, if one were to identify air masses with Gaussian distributions, more than the two or three distributions used earlier would be required. (This is consistent with the results obtained by Bryson, who used up to eight sub-distributions to model North American data).

In a study of this size working with more than three sub-distributions would rapidly become computationally unmanageable, and hence attempting to verify an association
of the sub-distributions with air masses in Australia will not be pursued further here. Nevertheless, if one accepts the concept that the sub-distributions are associated with specific air masses, it has consequences for the way in which the frequency distribution of temperature might be expected to change with changes in the climate. In particular, it would be expected that, if warming occurs associated with the enhanced greenhouse effect, that there would be an increase in the mean of each subdistribution (and possibly changes in the standard deviation and weighting as well, depending on whether synoptic changes occur), although that increase would not necessarily be the same for all sub-distributions - for example, Brinkmann (1993) found that different air masses would be expected to change in tempcrature by different amounts. On the other hand, the findings of Bryson (1966) and Curran and Grace (1992) suggest that abnormally warm months in the present climate are characterised by changes in the weights of the sub-distributions, rather than in their means.

Accordingly, using abnormally warm months in the present climate as a surrogate for normal months in a warmer climate is an approach which should be used with caution. This approach is foltowed by Balling et al. (1990) who analyse changes in the frequency of extreme high maxima al Phoenix, Arizona.

### 6.5.2. The generation of artificial temperature serics

A technique commonly used (e.g. Mearns el al., 1984) for estimating the impact of changes in the mean, standard deviation or autocorrelation of daily temperature on the frequency of various extreme indices (such as the frequency of threshold events or the frequency of nccurrence of a number of consecutive days above or below a threshold) is to generate a synthetic temperature serics, using a first-order autoregressive (AR(1)) model. This is based on the assumption that the conditional probability distribution of the temperature anomaly on the $t$-th day of a time series, $X(t)$, depends only on the temperalure anomaly on the previous day, $X(t-1)$. This allows a synthetic time series to be constructed using the algorithm:
$X(t)=\varphi X(t-1)+\varepsilon$

Fig. 6.5. Decomposition of frequency distribution of January daily maximum temperatures at Perth Airport into air-mass linked sub-distributions

where $\varphi$ is the first-order autocorrelation coefficient of the series $X(t)$ and $\varepsilon$ is a random variable (adding 'white noise' to the process).

Mearns et al. (1984) use a normally distributed $\varepsilon$, which has a consequence of generaling a normally distributed time series $X(t)$. (More generally, it is trivial to prove, by substituting $-X$ for $X$, that any symmetric distribution of $\varepsilon$ will generate a symmetric distribution for $X(t)$ ).

As we have seen earlier in this chapter, the assumption that daly maximum and minimum temperatures are normally distributed cannot be sustained in the Australian context. An obvious way around this difficulty (and one commonly found in the statistical literalure) is to apply a transformation of some kind to the data to produce a normally distributed time series. Whilst this may be technically feasible, the concept of relating multiple sub-distributions to different air masses suggests that, in a statistical sense, the data may be drawn from multiple populations, raising into question the validity of the transformation approach.

A possible approach could be to have two processes; one to synthesise the appropriate sub-distribution which the day falls into, and then a second to generate a temperature based on this information. The generation of synthetic precipitation series is widely done in this way (Bruhn et all., 1980; Hutchinson, 1986; Wilks: 1992, 1999), using two separate models: one to generate a sequence of days with precipitation or no precipitation, and a second to generate the amount of precipitation on the wet days. This is a potentially interesting line of inquiry but has not been pursued further in this thesis.

### 6.5.3. Changes in extremes arising from changes in distribution parameters

Katz and Brown (1992) discuss, in detail, the relative impact of changes in the mean of a Gaussian distribution and changes in its variance on the expected frequency of extremes. They conclude that changes in the expected frequency of occurrences of temperatures above (or below) a given threshold becomes relatively more dependent on changes in the variance, and less dependent on changes in the mean, as the threshold of interest becomes more extreme. Neild et al. (1979) also found that
changes in the occurrence of a critical event for agriculture (the length of the freezefree season) was far more sensitive to changes in temperature variability than changes in the mean.

Their work is based on the assumption that daily temperatures are adequately represented by a single Gaussian distribution. It is therefore approptiate to generalise their results to the compound Gaussian distribution.

Following their definition, let us define the sensitivity of the probability of a threshold event, $P(T)$, to changes in a parameter, $a$, as the partial derivative of the probability with respect to $a$ :
$\frac{\partial P(T)}{\partial a}$
where $P(T)$ is the probability of a temperature above a threshold $T$ (if high extremes are being considered) or below a threshold $T$ (if low extremes are being considered).

Furthermore, we define the relative sensitivity as:

$$
\begin{equation*}
\frac{\left(\frac{\partial P(T)}{\partial a}\right)}{P(T)} \tag{6.2}
\end{equation*}
$$

Katz and Brown show that, where $\mu$ is a location parameter and $\sigma$ is a scale parameter of a distribution (in the specific case of the Gaussian distribution, the location and scale parameters are the mcan and standard deviation respectively, the following relationship of the sensitivities will hold, independently of the form of the distribution:
$\frac{\left(\frac{\partial P(T)}{\partial \sigma}\right)}{\left(\frac{\partial P(T)}{\partial \mu}\right)}=\frac{T-\mu}{\sigma}$

Taking $\mu$ and $\sigma$ as fixed, it follows that the magnitude of this ratio will increase as the difference between $T$ and $\mu$ increases, that is, as the event under consideration becomes more extreme (at either end of the scale). Katz and Brown found that this implies that the sensitivity of the frequency of an event to changes in the scale parameter, relative to its sensitivity to changes in the location parameter, will increase as the event becomes more extreme, indicating in turn that, as an event becomes more extreme, changes in the variability of temperature play an increasingly important role, and changes in the mean a less important role, in that event's expected frequency.

The use of the general concept of the location and scale parameter of a population is useful lor the development of a general theory. The model for the frequency distribution of daily temperature being used in this study, however, is a mixture of multiple distributions, and is governed by cither five (in the two-component case) or cight (in the three-component case) independent parameters. We therefore examine the sensitivity of $P(T)$ to changes in each of these parameters (or a combination thercof).

First, let $N(z)$ be the cumulative Gaussian distribution function with $z$ as a standardised variable:
$N(z)=\int_{\omega}^{\dot{j}} \frac{1}{\sqrt{2 \pi}} \exp \left(\frac{-z^{2}}{2}\right) d x$
with: $z=\frac{x-\mu}{\sigma}$
where $x$ is a variable and $\mu$ and $\sigma$ are the mean and standard deviation respectively of the Gaussian distribution $N$.

Furthermore, define:

$$
\begin{equation*}
n(z)=N^{\prime}(z)=\frac{1}{\sqrt{2 \pi}} \exp \left(\frac{-z^{2}}{2}\right) \tag{6.6}
\end{equation*}
$$

We may then define the cumulative distribution for the two-component compound Gaussian distribution as follows:

$$
\begin{equation*}
F(T)=w_{1} N\left(\frac{T-\mu_{1}}{\sigma_{1}}\right)+\left(1-w_{1}\right) N\left(\frac{T-\mu_{2}}{\sigma_{2}}\right) \tag{6.7}
\end{equation*}
$$

where the two components have weights $w_{l}$ and $w_{2}$, means $\mu_{I}$ and $\mu_{2}$ and standard deviations $\sigma_{l}$ and $\sigma_{2}$ respectively.

Using the result from equation 6.3, the following relationships, analogous to those found by Katz and Brown (1992) for a single distribution, follow from the definition in 6.7:
$\frac{\left(\frac{\partial F}{\partial \sigma_{1}}\right)}{\left(\frac{\partial F}{\partial \mu_{1}}\right)}=\frac{T-\mu_{1}}{\sigma_{1}}$
$\frac{\left(\frac{\partial F}{\partial \sigma_{2}}\right)}{\left(\frac{\partial F}{\partial \mu_{2}}\right)}=\frac{T-\mu_{2}}{\sigma_{2}}$

These results imply that the sensitivity of the frequency of a temperature above or below a given threshold becomes more sensitive to the variability of that component, relative to the mean, as the threshold departs further from the mean of the component.

The simplicity of these results dcpends on the fact that $n(z)$ (or $F^{\prime}(z)$ in the more general results of Katz and Brown) cancels out. The absence of such a cancellation involving $\partial \mathbf{F} / \partial \mathrm{w}$ makes it more complex to examine the sensitivity of the frequency of temperatures above or below a threshold to changes in component weights. (The interpretation of the results is also clouded by the fact that the weights are dimensionless, whereas the means and standard deviations are measured using the same units).

We may still develop a relationship involving the weights in some cases. In parts of the composite distribution which are only substantially contributed to by one component (as is usually the case in the two tails of the distribution), and assuming that $\mu_{I} \leq \mu_{2}$, then, for low $T$, we have:
$F(T)=w_{1} N\left(\frac{T-\mu_{1}}{\sigma_{1}}\right)$
and for high $T$ :
$F(T) \approx w_{1}+\left(1-w_{1}\right) N\left(\frac{T-\mu_{2}}{\sigma_{2}}\right)$

Using the fact that $N(z)=1-N(-z)$, we then have for low $T$ :
$\frac{\partial F^{i}}{\partial w_{1}} \approx N\left(\frac{T-\mu_{1}}{\sigma_{1}}\right)$
and for high $T$ :
$\frac{\partial F}{\partial w_{1}} \approx N\left(\frac{\mu_{2}-T}{\sigma_{2}}\right)$

Using this and the fact that $n(z)=n(-z)$, we may obtain the following relationships, for low T :
$\frac{\left(\frac{\partial F}{\partial \mu_{1}}\right)}{\left(\frac{\partial F}{\partial w_{1}}\right)}=\frac{-1}{\sigma_{1}} \frac{n\left(\frac{T-\mu_{1}}{\sigma_{1}}\right)}{N\left(\frac{T-\mu_{1}}{\sigma_{1}}\right)}$
$\frac{\left(\frac{\partial F}{\partial \sigma_{1}}\right)}{\left(\frac{\partial F}{\partial w_{1}}\right)}=\frac{-\left(\mu_{1}-T\right)}{\left(\sigma_{1}\right)^{2}} \frac{n\left(\frac{T-\mu_{1}}{\sigma_{1}}\right)}{N\left(\frac{T-\mu_{1}}{\sigma_{1}}\right)}$

For high $T$ we have:
$\frac{\left(\frac{\partial F}{\partial \mu_{2}}\right)}{\left(\frac{\partial F}{\partial w_{1}}\right)}=\frac{-1}{\sigma_{2}} \frac{n\left(\frac{\mu_{2}-T}{\sigma_{2}}\right)}{N\left(\frac{\mu 2-T}{\sigma_{2}}\right)}$
$\frac{\left(\frac{\partial F}{\partial \sigma_{2}}\right)}{\left(\frac{\partial F}{\partial w_{1}^{\prime}}\right)}=\frac{-\left(\mu_{2}-T\right)}{\left(\sigma_{2}\right)^{2}} \frac{n\left(\frac{\mu_{2}-T}{\sigma_{2}}\right)}{N\left(\frac{\mu_{2}-T}{\sigma_{2}}\right)}$

Over the range $-4<z<0$, the ratio $n(z) / N(z)$ is approximatcly a lincar function of $z$ (Fig. 6.6), and hence of $T$ (as $z$ is a linear function of $T$ ). It hence follows that, as the departure of a threshold from a component mean increascs, the sensitivity of the frequency of temperatures above or below that threshold to the weights decreases relative to the sensitivities to both the mean and standard deviation.

Fig. 6.6. $n(z) / N(z)$, as defined in section 6.5


The following order of importance then follows as a threshold becomes more extreme:

1. Standard deviation
2. Mean
3. Component weight
in determining the frequency of temperatures above or below that threshold.

The generalisation to the three-component case is more complex, as the set of component weights $w_{1}, w_{2}$ and $w_{3}$ has two degrees of freedom, rather than one, and it is not possible to isolate a part of the overall distribution where the third component is dominant, as the distribution has only two tails. These two factors combine to prevent a generalisation of equations 6.10 to 6.17 . The relationships of sensitivities to means and standard deviations shown in 6.8 and 6.9 , however, do hold for a third component.

As a result of the difficulties in the theoretical treatment of the three-component case, the attempts to relate observed changes in extreme event frequency to changes in parameters of the distributions, described in Chapter 7, will concentrate on those stations and months where the frequency distribution has been shown to be adequately represented by 1 wo Gaussian components.

### 6.6. Summary

In this chapter, the compound Gaussian distribution has been developed as an appropriate frequency distribution for the representation of daily maximum and minimum temperatures. This model will be used further in Chapter 7, in order to assess changes over the 1957-96 period in the nature of the frequency distribution of daily maximum and minimum temperature, and to make conclusions from these changes concerning the potential attribution of such changes to physical causes.

## Chapter 7

## Observed Changes in the Frequency of Threshold Temperature Events at Australian Stations

### 7.1. Observed trends in frequency of threshold events at individual stations

### 7.1.1. Methods

Trends in the frequency of threshold events were considered in a number of ways. The following types of events were considered as possible threshold events for investigation:
(a) The frequency of temperatures above or below a percentile threshold

Events examined were the monthly frequency of daily maximum and minimum temperatures above the 90th and 95th percentiles, and below the 5th and 10th percentiles. In each case, the temperatures used were the deseasonalised anomalies as defined in Chapter 6.

The percentile thresholds were catculated separately for each of the 12 calendar months. As anomalies from a normal which varies scasonally, the absolute temperature corresponding to a given percentile threshold will vary through a month, particularly in spring and autumn.

## (b) The frequency of temperatures above or below a fixed threshold

Events examined werc the monthly frequency of daily maximum or minimum temperatures breaching the following thresholds:

- Maxima above 40,35 and $30^{\circ} \mathrm{C}$
- Minima above $20^{\circ} \mathrm{C}$.
- Maxima below 10 and $15^{\circ} \mathrm{C}$
- Minima below 5,2 and $0^{\circ} \mathrm{C}$

In each case, the number of events per month was aggregated to gencrate four seasonal totals per year, for summer (December-February), autumn (March-May), winter (June-August) and spring (Seplember-November). The number of events per season was then divided by the number of observations to generate the number of events per season as a proportion of all obscrvations, in order to take missing observations into account.

Trends were calculated for each threshold and scason over the 1957-96 period (although some stations were not open for the full period of record). At stations for which data are available prior to 1950, trends were also calculated for the full period of record at those stations.

In the calse of fixed-hreshold events, no trend was calculated if the event did not occur at least once in $20 \%$ of seasons, or if it occurred on cvery day in at least $20 \%$ of seasons. This prevents trends from being calculated if the event is rate or unknown at that station and scason. (For example, at Thursday [sland, where no temperature below $19.5^{\circ} \mathrm{C}$ has ever been observed between October and June, a trend in the frequency of summer or autumn minima above $20^{\circ} \mathrm{C}$, or below $5^{\circ}$ or $0^{\circ} \mathrm{C}$, would obviously be meaningless).

Following the arguments of Nicholls (2001), it has not been considered appropriate to carry out significance testing on the trends, as the data from the 1957-1996 period are being viewed as a set of observations in itself and not as a sample from a larger
statistical population. In any case, the magnitude of the observed trend is of greater importance than its statistical significance (Nicholls, 2001). As a benchmark, particular attention will be drawn in this section to trends exceeding 5 days/decade at the annual timescale. When the 10 th and 90 th percentile thresholds are being considered, an increasing trend of 5 days/decade represents an increase in frequency of $75 \%$ over the 1957-1996 period, whilst a similar decreasing trend represents a decrease in frequency of $43 \%$ over the same period.

As is discussed in more depth in Chapter 8, the percentile thresholds are most appropriate to any consideration of events on a national basis, as they occur with equal frequency over the long term at each station and in each season. A fixed threshold can also represent a different type of event at different stations: the frequency of winter maximum temperatures below $10^{\circ} \mathrm{C}$ is a indicator of extreme low maxima in many parts of Australia, but at the alpine site of Cabramurra it is an indicator of extreme high maxima (for the season).

It is, however, useful to consider fixed absolute thresholds at individual stations to which they are appropriate, not least because of the physical significance of some of the thresholds - for example, the importance of frost frequency in agriculture. Some discussion of the significance of such thresholds is worthwhile at this point. In some cases (such as frost) a specific threshold is critical. In other cases, while studies of the impacts of extreme events have focused on specific thresholds, these thresholds are themselves somewhat arbitrary choices. Australian examples of the impact of extreme high temperatures on crop yields and quality (c.g. Savin and Nicolas, 1999; Savin ct al., 1996; Blumenthal et al., 1991) have found relationships between crop yicld and quality and the occurrence of temperatures above a specific threshold, but in these cases the impact of high temperatures was gradual (i.e. there was a progressive change in yield with increasing temperature, rather than a sudden change at a specific threshold) and the choice of a specific threshold for analysis is somewhat arbitrary. Elsewhere, the impact of extreme high temperatures on wheat and corn yields in the United States has been the subject of much study (e.g. Mearns et al., 1991). However, Shaw (1983) 's discussion of climatic influences on com yields suggests that the impact of temperature on yields is also one which changes gradually with an increase in the threshold used.

Current international research on indices of climate extremes (e.g. IPCC, 2001) uses a variety of thresholds (both fixed and non-fixed), many of which are also arbitrary in nature.

The major urban stations were included in this stage of the analysis. Whilst the observed trends from those stations cannot be taken as representative of broader climate change, the nature of the changes in the frequency of threshold exceedances and how they relate to changes in the frequency distribution are still of interest, whatever the underlying cause.

### 7.1.2. Results for the 1957-1996 period

The observed trends in the frequency of exceedances of high percentile thresholds are shown in Figs. 7.1a-h, and in Tables 7.1a-b. Those in the frequency of exceedances of fixed thresholds are shown in Figs. 7.2a-i, and in Tables 7.2a-i. All trends are shown in terms of days per decade, converting the proportion of threshold days to a number of days assuming a full set of observations for each season (and assuming a 28 -day February).

The signs of the observed tiends are summarised in Tables 7.3 and 7.4.


Fig. 7.1a. Trends, days/decade, in frequency of maxima above 95 th percentile


Fig. 7.1b. Trends, days/decade, in frequency of maxima above 90th percentile


Fig. 7.1c. Trends, days/decade, in frequency of minima above 95th percentile


Fig. 7.1d. Trends, days/decade, in frequency of minima above 90th percentile


Fig. 7.1e. Trends, days/decade, in frequency of maxima below 10th percentile


Fig. 7.1f. Trends, days/decade, in frequency of maxima below 5 th percentile


Fig. 7.1g. Trends, days/decade, in frequency of minima below 10 th percentile


Fig. 7.Ih. Trends, days/decade, in frequency of minima below 5 th percentile


Fig. 7.2a. Trends, days/decade, in frequency of maxima above 30 degrees C


Fig. 7.2b. Trends, days/decade, in frequency of maxima above 35 degrees $C$


Fig. 7.2c. Trends, days/decade, in frequency of maxima above 40 degrees C


Fig. 7.2d. Trends, days/decade, in frequency of minima above 20 degrees C


Fig. 7.2e. Trends, days/decade, in frequency of maxima below 15 degrees $C$


Fig. 7.2f. Trends, days/decade, in frequency of maxima below 10 degrees C


Fig. 7.2g. Trends, days/decade, in frequency of minima below 5 degrees C


Fig. 7.2h. Trends, days/decade, in frequency of minima below 2 degrees C


Fig. 7.2i. Trends, days/decade, in frequency of minima below 0 degrees C

Table 7.1a. Trends in frequency of maxima above $95^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |
| 1021 | Kalumburu | -0.12 | 0.94 | 3.04 | 1.17 | 4.96 |
| 2012 | Halls Creek | -0.72 | -1.88 | -1.25 | -0.47 | -4.11 |
| 3003 | Broome | 0.82 | 0.19 | 0.36 | 1.65 | 2.95 |
| 4032 | Port Hediund | 0.40 | 0.49 | 0.46 | 0.28 | 1.55 |
| 5007 | Learmonth | 0.70 | -0.64 | 0.97 | 0.49 | 1.96 |
| 5026 | Wittenomm | 0.22 | 1.29 | 0.55 | 0.23 | 2.23 |
| 6011 | Carnarvon | -0.37 | -0.66 | 0.24 | -0.18 | -0.96 |
| 7045 | Meekullzarra | 0.32 | 0.58 | -0.06 | 0.51 | 1.27 |
| 8039 | Dalwallitu | 0.28 | -0.10 | -0.02 | 0.73 | 0.93 |
| 8051 | Geraldion | 0.11 | -0.11 | 0.15 | 0.20 | 0.30 |
| 9021 | Perth Airport | 0.02 | -0.12 | -0.23 | 0.07 | -0.38 |
| 9518 | Cape Leeuwin | 1.02 | -0.06 | 0.00 | 0.18 | 1.24 |
| 9741 | Alhany | -0.25 | -1.14 | 0.05 | 0.28 | -1.15 |
| 9789 | Esperance | -0.09 | -1.02 | 0.02 | -0.58 | -1.66 |
| 10035 | Cunderdin | 0.62 | 0.02 | 0.30 | 0.38 | 1.30 |
| 10648 | Wandering | 0.52 | -0.32 | -0.10 | 0.36 | 0.56 |
| 11052 | Forrest | 0.16 | 0.43 | 0.34 | 0.66 | 1.47 |
| 12038 | Kalgoorlie | 0.66 | 0.20 | 0.15 | 0.66 | 1.62 |
| 13017 | Giles | 0.69 | 0.92 | 1.09 | 0.35 | 3.05 |
| 14015 | Darwin Airport | -0.12 | -0.40 | 0.24 | 0.21 | -0.21 |
| 14825 | Victoria River Downs* | 0.25 | -0.62 | 1.72 | 0.90 | 1.94 |
| 15135 | Temmant Creek | 1.84 | 0.31 | -1.33 | 0.97 | 1.92 |
| 15548 | Rabhit Flat* | 4.54 | 2.11 | 2.10 | 4.82 | 13.79 |
| 15590 | Alice Springs | 0.70 | 1.42 | 0.00 | 0.99 | 3.10 |
| 16001 | Woomera | -0.16 | -0.67 | -1.22 | 0.86 | -1.22 |
| 16044 | Tarcoola | 0.97 | 1.56 | 1.95 | 1.14 | 5.58 |
| 17031 | Marree | -0.09 | 0.32 | -0.31 | -0.03 | -0.13 |
| 17043 | Oodnadatta | 0.98 | 1.20 | 0.42 | 0.11 | 1.93 |
| 18012 | Cedura | 0.09 | 0.04 | 0.06 | 0.65 | 0.79 |
| 18070 | Port Lincoln | -0.22 | -0.33 | -0.04 | 0.62 | 0.05 |
| 21046 | Stowtown | 0.43 | -0.43 | 0.75 | 0.51 | 0.85 |
| 22801 | Cape Borda | 0.86 | 0.16 | 0.73 | 0.64 | 2.30 |
| 23090 | Adelaide RO | 0.24 | 0.17 | 0.39 | 0.69 | 1.39 |
| 23373 | Nuriootpa | -0.20 | 0.03 | 0.84 | 0.12 | 0.79 |
| 26021 | Mount Gambier | -0.13 | 0.00 | 0.47 | 0.37 | 0.62 |
| 26026 | Robe | 0.47 | -0.37 | 0.95 | 0.06 | 1.07 |
| 27022 | Thursday lsland | 1.39 | 1.59 | -1.99 | -0.78 | 0.47 |
| 27045 | Weipa | -1.59 | -1.63 | 2.09 | -2.38 | -3.32 |
| 28004 | Palmerville | 1.16 | 1.71 | 0.79 | 1.36 | 4.97 |
| 29004 | Burkelown | -0.35 | -0.61 | -1.45 | -0.74 | -2.91 |
| 30045 | Richmond | -0.32 | -0.45 | 0.26 | -0.70 | -0.93 |
| 31011 | Caims | 1.71 | 0.43 | 1.10 | 1.12 | 4.35 |
| 32040 | Townsville | 0.45 | 1.79 | 2.56 | 0.44 | 5.13 |
| 33119 | Mackay MO | 1.91 | 2.65 | 0.74 | 0.91 | 6.25 |
| 34084 | Charters Towers | 0.00 | 1.59 | 1.14 | 0.28 | 3.08 |
| 36007 | Barcaldine | 0.50 | 0.58 | 0.54 | 1.23 | 2.89 |
| 36031 | Longreach | -0.20 | -0.64 | -0.45 | 0.24 | -0.85 |
| 37010 | Camooweal | 0.57 | 1.27 | -0.42 | 1.40 | 2.75 |
| 38002 | Birdsville | 0.63 | 0.74 | -0.11 | 1.38 | 2.62 |
| 38003 | Boulia | -0.03 | 1.42 | -0.02 | 0.94 | 2.16 |
| 39039 | Gayndah | 1.05 | 1.29 | 0.03 | 1.25 | 3.57 |
| 39083 | Rockhampton | 0.38 | 0.77 | 0.12 | 0.14 | 1.51 |

Table 7.1a (cont.). Trends in frequency of maxima above $95^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autuma | Winter | Annual |
| 39128 | Bundaberg | 0.57 | 1.42 | 0.33 | 0.27 | 2.51 |
| 40004 | Amberiey | 1.07 | 0.38 | -0.03 | 1.06 | 2.67 |
| 40223 | Brisbane Airport | -0.15 | -0.25 | -1.69 | -0.48 | -2.42 |
| 40264 | Tewantin | 1.80 | 0.44 | -0.23 | 1.13 | 2.73 |
| 42023 | Miles | 0.14 | 0.43 | 0.11 | 1.70 | 2.45 |
| 43109 | St. George | 0.59 | -0.63 | -0.28 | 1.00 | 0.74 |
| 44021 | Charleville | 0.46 | 0.73 | 0.05 | 0.69 | 1.95 |
| 45017 | Thargomindah | -0.29 | 0.16 | -0.36 | 0.80 | 0.06 |
| 46037 | Tibooburra | 0.18 | 0.96 | 0.18 | 0.94 | 2.31 |
| 46043 | Wilcannia | -0.79 | -0.22 | -0.49 | 0.31 | -1.24 |
| 48027 | Cobus | 0.00 | -0.04 | -0.26 | 0.86 | 0.42 |
| 48239 | Bourke | 0.19 | 0.35 | -0.91 | 0.88 | 0.42 |
| 52088 | Walgett | 0.20 | -0.05 | -0.28 | 0.44 | 0.07 |
| 53048 | Morce | 0.00 | -0.35 | -0.91 | -0.97 | -2.24 |
| 55024 | Gunnedah Soil Cons | -0.37 | -0.08 | -0.96 | 0.84 | -0.90 |
| 56017 | Inverell PO | 0.87 | 0.44 | -0.32 | -0.19 | 0.81 |
| 58012 | Yamba | 0.75 | 0.69 | 0.43 | 0.92 | 2.76 |
| 59040 | Coffs Harbour | 0.08 | 0.10 | -0.41 | 0.24 | 0.02 |
| 60026 | Port Macquarie | 0.73 | 2.37 | 1.19 | 1.26 | 5.58 |
| 61078 | Williamtown | 0.49 | 0.51 | -0.80 | 0.85 | 1.14 |
| 61089 | Scone Soil Cons | 0.31 | -0.60 | -0.57 | 0.80 | -0.28 |
| 63005 | Bathurst ARS | -0.31 | 0.41 | -0.60 | -0.09 | -0.71 |
| 65012 | Dubbo | -0.19 | -0.04 | 0.05 | 0.47 | 0.26 |
| 66062 | Sydury RO | 0.06 | -0.07 | -0.55 | 0.44 | -0.12 |
| 67105 | Richmond | 0.25 | 0.51 | -0. 27 | 0.45 | 0.95 |
| 68034 | Jervis Bay | 0.24 | -0.15 | -0.55 | 0.48 | -0.08 |
| 68076 | Nowra | 0.01 | -1.24 | -0.4.5 | -6).49 | -2.08 |
| 69018 | Moruya Heads | 0.39 | -0.40 | -0.27 | 0.01 | -0.31 |
| 70014 | Canberra Airper | -0.56 | -0.02 | 0.05 | 0.7 .3 | 0.10 |
| 72150 | Warga Wagea | -0.48 | 0.48 | 0. 37 | 0.12 | 0.38 |
| 72161 | Cabramura | -0.22 | -0.17 | .0.31 | 0). 64 | -0.01 |
| 73054 | Wyalong | 0.72 | -0.02 | -0.31 | 1.00 | 1.60 |
| 74128 | Denilicuin | 0.03 | 0.67 | 0.24 | -6). 25 | 0.67 |
| 76031 | Mildura | -0.5.3 | -0.20 | -0.4) | 0.15 | -1.18 |
| 78031 | Nhill | -0.02 | 0.46 | (1.14 | 0.05 | 0.72 |
| 80023 | Kerang | 0.39 | 0.18 | 0.13 | 0.71 | 1.39 |
| 82039 | Rutherglen | -0.15 | 0.04 | 0.53 | 0.08 | 0.32 |
| 84016 | Gabo Island | -0.40 | -0.27 | -1.03 | 0.62 | -1.04 |
| 84030 | Orbost | -0.21 | -0.42 | -0.04 | -0.92 | -2.42 |
| 85072 | Sale | -0.56 | -0.12 | 0.22 | 0.93 | 0.40 |
| 85096 | Wilsons Promontary | 1.10 | -0.20 | 0.25 | 0.73 | 1.84 |
| 86071 | Methourne RO | . 0.07 | -0.25 | 0.19 | 0.02 | -0.22 |
| 87031 | Laverton | 0.24 | -0.60 | 0.46 | 0.73 | 0.72 |
| 90015 | Cape Otway | 0.48 | -0.15 | 0.07 | 0.42 | 0.56 |
| 91057 | Low Head | 0.11 | -0.49 | 1.12 | 1.24 | 2.05 |
| 91104 | Launceston AP | -0.46 | -0.17 | 0.76 | 0.42 | 0.35 |
| 92045 | Eddystone Point | 0.25 | 0.27 | 1.03 | 2.10 | 3.61 |
| 94010 | Cape Bruny | -0.22 | -0.52 | 0.07 | 0.22 | -0.45 |
| 94029 | Hobart RO | 0.42 | 0.11 | 0.41 | 0.71 | 1.58 |
| 94069 | Grove | 0.58 | -0.38 | 0.52 | 0.67 | 1.28 |
| 96003 | Butlers Gorge | 1.15 | 0.67 | 1.08 | 0.28 | 3.29 |

* denotes station with less than 35 years of record in the 1957-96 period

Table 7.1b. Trends in frequency of maxima above $90^{\text {II }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumb | Winter | Annual |
| 1021 | Kalumburu | -0.22 | 0.58 | 5.55 | 1.93 | 8.00 |
| 2012 | Ifalls Creck | -1.19 | -3.62 | -1.69 | -0.70 | -6.90 |
| 3003 | Broome | 1.05 | -0.05 | 0.52 | 2.68 | 4.02 |
| 4032 | Port Ifedland | 0.15 | 0.39 | 0.44 | 0.68 | 1.53 |
| 5007 | Learmonth | -0.06 | -0.39 | 1.43 | 0.49 | 1.82 |
| 5026 | Witcheom | 0.92 | 2.32 | 1.51 | 0.92 | 5.47 |
| 6011 | Carnarvon | -0.89 | -0.84 | 0.66 | 0.13 | -0.99 |
| 7045 | Mcekalliaita | 0.48 | 0.51 | 0.02 | 1.09 | 2.01 |
| 8039 | Dalwallinu | 0.23 | 0.00 | -0.03 | 1.02 | 1.21 |
| 8051 | Geraldton | 0.14 | 0.00 | 0.57 | 0.50 | 1.07 |
| 9021 | Peril Airpurt | 0.43 | -0.23 | 0.29 | 0.40 | 0.72 |
| 9518 | Cape Leceuwin | 1.64 | -1.27 | -0.09 | 0.13 | 0.56 |
| 9741 | Albany | -0.62 | -2.21 | 0.99 | 0.47 | -1.44 |
| 9789 | Esperance | 0.25 | -0.99 | -0.61 | -1.42 | -2.80 |
| 10035 | Cunderdin | 0.56 | -0.16 | 0.00 | 1.10 | 1.48 |
| 10648 | Warndering | 0.62 | -1.32 | -0.16 | 0.54 | -0.10 |
| 11052 | Forrest | 0.11 | 0.17 | 0.44 | 0.84 | 1.25 |
| 12038 | K.algoorlie | 0.75 | 0.56 | 0.12 | 0.82 | 2.09 |
| 13017 | Giles | 1.04 | 1.50 | 1.63 | 0.36 | 4.67 |
| 14015 | Darwin Aipmert | -0.05 | -0.50 | 0.54 | 1.16 | 0.84 |
| 14825 | Victoria River Downs* | 0.12 | -1.12 | 2.36 | 0.71 | 1.28 |
| 15135 | Tennamt Creek | 2.12 | 0.29 | -1.45 | 0.82 | 1.96 |
| 15548 | Rabbit Flat* | 7.10 | 3.22 | 5.29 | 4.74 | 21.00 |
| 15590 | Alice Springs | 1.42 | 1.79 | 0.04 | 1.32 | 4.61 |
| 16001 | Woomera | -0.52 | -1.50 | -0.93 | -0.51 | -3.50 |
| 16044 | Tarcoola | 1.66 | 1.98 | 2.32 | 2.00 | 7.98 |
| 17031 | Marree | -0.06 | 0.91 | -0.10 | 0.05 | 0.82 |
| 17043 | Ondnadatta | 1.64 | 2.49 | 0.71 | 0.63 | 3.78 |
| 18012 | Ceduna | -0.20 | 0.02 | -0.37 | 0.20 | -0.48 |
| 18070 | Port Sincoln | 0.48 | -0.11 | 0.01 | 1.02 | 1.44 |
| 21046 | Showtown | 0.19 | -0.57 | 1.02 | 0.26 | 0.28 |
| 22801 | Ciple Borda | 1.19 | 0.31 | 1.15 | 0.75 | 3.40 |
| 23090 | Adelaide RO | 0.05 | -0.03 | 0.61 | -0.05 | 0.42 |
| 23373 | Nuricotpa | -0.07 | 0.19 | 0.87 | 0.47 | 1.40 |
| 26021 | Moun Gambier | -0.43 | 0.12 | 0.53 | 0.23 | 0.24 |
| 26026 | Rube | 0.45 | -0.35 | 1.40 | 0.61 | 1.82 |
| 27022 | Thursalay Island | 2.49 | 3.07 | -1.03 | -1.06 | 3.97 |
| 27045 | Weipa | -2.64 | -3.17 | 2.96 | -4.14 | -7.33 |
| 28004 | Pailmerville | 1.73 | 2.28 | 1.17 | 1.00 | 6.15 |
| 29004 | Burketown | -0.60 | 0.08 | -2.26 | -1.53 | -3.68 |
| 30045 | Richmond | -0.65 | -0.79 | 0.78 | -0.78 | -0.98 |
| 31011 | Cairns | 2.30 | 0.35 | 1.07 | 2.14 | 5.92 |
| 32040 | Townsville | 0.84 | 3.54 | 4.81 | 0.99 | 10.25 |
| 33119 | Mackay MO | 3.43 | 4.13 | 0.37 | 0.62 | 8.65 |
| 34084 | Claiters Towers | -0.47 | 3.09 | 2.76 | 0.89 | 6.23 |
| 36007 | Barcaldine | 1.36 | 0.84 | 1.24 | 1.39 | 4.84 |
| 36031 | Longreach | -0.45 | 0.12 | 0.33 | 0.44 | 0.65 |
| 37010 | Camooweal | 0.63 | 2.24 | -0.19 | 2,04 | 4.55 |
| 38002 | Birdsville | 0.85 | 1.15 | -0.39 | 1.61 | 3.23 |
| 38003 | Boulia | -0.02 | 2.15 | 1.00 | 1.27 | 4.23 |
| 39039 | Gayndah | 1.72 | 2.07 | -0.04 | 2.05 | 5.74 |
| 39083 | Rockhampton | 1.27 | 0.91 | 0.56 | 0.61 | 3.41 |

Table 7.1b (cont.). Trends in frequency of maxima above $90^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |
| 39128 | Bundaberg | 0.74 | 2.55 | 0.91 | 0.65 | 4.78 |
| 40004 | Amberley | 2.11 | 0.49 | -0.35 | 1.68 | 4.15 |
| 40223 | Brisbane Airport | 0.29 | -0.57 | -2.02 | -1.56 | -3.67 |
| 40264 | Tewantin | 1.64 | 1.40 | -0.18 | 1.53 | 3.73 |
| 42023 | Miles | 0.55 | 0.03 | -0.15 | 2.83 | 3.14 |
| 43109 | St. George | 0.70 | -0.14 | 0.00 | 1.90 | 2.40 |
| 44021 | Charleville | 0.67 | 0.88 | 0.64 | 1.49 | 3.61 |
| 45017 | Thargomindah | -0.09 | 0.49 | -0.59 | 0.94 | 0.34 |
| 46037 | Tiboobura | 0.38 | 2.05 | 0.27 | 0.70 | 3.70 |
| 46043 | Wilcannia | -0.76 | -0.25 | -0.96 | -0.10 | -2.17 |
| 48027 | Cobar | -0.08 | 0.19 | -0.76 | 1.28 | 0.44 |
| 48239 | Bourke | 0.09 | 0.92 | -0.6.5 | 0.57 | 0.84 |
| 52088 | Walgett | 0.40 | -0.22 | -0.22 | 0.48 | -0.01 |
| 53048 | Moree | -0.62 | -0.90 | -0.60 | -1.07 | -3.21 |
| 55024 | Gunnedah Soil Cons | -0.24 | -0.36 | -1.28 | 0.55 | -1.86 |
| 56017 | Inverell PO | 1.51 | 0.63 | -0.50 | 0.33 | 1.99 |
| 58012 | Yamba | 1.37 | 0.49 | 0.24 | 1.32 | 3.43 |
| 59040 | Colfs Harbour | 0.98 | 0.76 | -0.36 | 0.74 | 2.00 |
| 60026 | Port Macquaric | 0.59 | 3.83 | 1.79 | 1.33 | 7.54 |
| 61078 | Williamtown | 1.09 | 1.12 | -0.54 | 1.40 | 3.13 |
| 61089 | Scone Soil Cons | -0.13 | -0.88 | -0.8.3 | 0.30 | -1.82 |
| 63005 | Bathurst ARS | -0.98 | 0.90 | -0.4. | -0.57 | -1.27 |
| 65012 | Dubbo | -0.08 | -0.27 | 0.63 | 0.35 | 0.59 |
| 66062 | Sydney RO | 0.24 | 0.31 | -0.36 | 0.22 | 0.38 |
| 67105 | Richmond | 0.28 | 0.65 | -0.58 | 0.33 | 0.90 |
| 68034 | Iervis Bay | -0.06 | -0.02 | -0.26 | 1.093 | 0.77 |
| 68076 | Nowra | 0.23 | -1.23 | -0.30 | -0.0.5 | -1.20 |
| 69018 | Moruyal Fleads | 0.33 | -1.57 | $-1.35$ | . 0.18 | -2.89 |
| 70014 | Canhersa Airport | -1.24 | 0.38 | 0. 6.1 | 9.18 | -0.19 |
| 72150 | Wagga Wagga | -0.59 | 0.84 | 0.37 | 0.9 .3 | 1.02 |
| 72161 | Cabramurra | -0.7.5 | -0.66 | 0.27 | $1.6{ }^{4}$ | 0.72 |
| 73054 | Wyalong | 0.25 | -0.55 | . 6.88 | 0.11 | -0.06 |
| 74128 | Denilicyun | -1).4. 3 | 0.5\% | 0.57 | 0.24 | 0.97 |
| 76031 | Mildera | -0.48 | -1.08 | -0.11 | -0.30 | -2.08 |
| 78031 | Nhill | 0.09 | -0.19 | 1.11 | -(1).42 | 0.72 |
| 80023 | Kerang | -0.02 | -0.099 | 0.54 | 0.83 | 1.37 |
| 82039 | Rutherglen | -0.46 | -0.42 | 0.83 | 0.24 | -0.01 |
| 84016 | Gabo lisland | -0.8.3 | -0.31 | -0.23 | 1.52 | 0.14 |
| 84030 | Orthest | -0.41 | -0.73 | -1.25 | -1.01 | -3.81 |
| 85072 | Sale | -0.12 | -0.60 | 0.78 | 1.54 | 1.42 |
| 85096 | Wilsons Promontory | 1.13 | -0.37 | 0.72 | 1.37 | 2.90 |
| 86071 | Melhourne RO | 0.03 | -0.44 | 0.52 | -0.04 | -0.07 |
| 87031 | Laverton | 0.14 | -1.29 | 0.33 | 1.50 | 0.52 |
| 90015 | Cape Otway | 0.74 | -0.26 | 0.05 | 0.95 | 1.49 |
| 91057 | Low Head | 0.29 | -0.84 | 3.24 | 3.07 | 5.88 |
| 91104 | Launceston AP | -0.03 | -0.10 | 1.55 | 0.53 | 1.62 |
| 92045 | Eddystone Point | 0.23 | -0.14 | 1.54 | 4.05 | 6.10 |
| 94010 | Cape Bruny | -0.35 | -0.75 | 0.33 | 0.38 | -0.37 |
| 94029 | Hobart RO | 0.05 | 0.05 | 0.74 | 1.14 | 1.86 |
| 94069 | Grove | 0.35 | -0.27 | 0.52 | 0.94 | 1.53 |
| 96003 | Butlers Gorge | 1.61 | 1.62 | 1.77 | 1.55 | 6.57 |

* denotes station with less than 35 years of record in the 1957-96 period

Table 7.1c. Trends in frequency of minima above $95^{\text {tl }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |
| 1021 | Kalumburu | 1.49 | 0.60 | 1.17 | -0.17 | 3.36 |
| 2012 | Halls Creek | -0.31 | -1.44 | -0.58 | -1.08 | -3.17 |
| 3003 | Broome | 2.39 | 1.56 | -0.31 | 0.05 | 3.77 |
| 4032 | Port Hedland | 0.53 | 0.12 | 0.79 | 0.94 | 2.33 |
| 5007 | Learmonth | -0.48 | -3.76 | -1.23 | 1.29 | -3.23 |
| 5026 | Wittenoom | 0.27 | 0.20 | 0.65 | 0.54 | 1.54 |
| 6011 | Carnarvon | 0.13 | 1.33 | 0.38 | 0.87 | 2.76 |
| 7045 | Meckatharra | 0.46 | 0.23 | 0.73 | 0.31 | 1.62 |
| 8039 | Dalwallinu | 0.48 | -0.66 | -0.14 | 0.11 | -0.17 |
| 8051 | Geraldton | 0.66 | -0.38 | 0.78 | 0.59 | 1.66 |
| 9021 | Perth Airport | 1.82 | 0.85 | 1.13 | 0.15 | 3.89 |
| 9518 | Cape Lecuwin | 1.71 | -0.21 | 0.86 | 1.42 | 3.81 |
| 9741 | Albany | 0.01 | -0.45 | 1.33 | 1.19 | 1.96 |
| 9789 | Esperance | 0.90 | 0.69 | 1.00 | 0.60 | 3.28 |
| 10035 | Cunderdin | 0.61 | -0.64 | -0.03 | 0.76 | 0.81 |
| 10648 | Wandering | 0.75 | -0.62 | -0.02 | 0.77 | 1.15 |
| 11052 | Forrest | 1.78 | 0.07 | 1.20 | 0.76 | 3.87 |
| 12038 | Kalgoorlie | 1.10 | 0.71 | 1.12 | 1.17 | 4.02 |
| 13017 | Giles | -0.09 | 1.28 | 0.41 | -0.45 | 1.20 |
| 14015 | Darwin Airport | 1.84 | 0.83 | 1.78 | 0.96 | 5.38 |
| 14825 | Victoria River Downs** | 1.86 | -0.30 | 1.54 | -0.20 | 2.94 |
| 15135 | Tentsant Creek | 0.65 | 0.78 | 1.56 | 1.17 | 4.21 |
| 15548 | Rahbit Flat* | 1.43 | 1.56 | 1.59 | 0.68 | 5.27 |
| 15590 | Alice Springs | -0.04 | -0.09 | -0.32 | 1.55 | 1.07 |
| 16001 | Woomera | -0.60 | -1.06 | -0.23 | 1.15 | -0.40 |
| 16044 | Tarcoola | 0.09 | 1.12 | 0.71 | -0.21 | 1.71 |
| 17031 | Marree | -0.62 | -0.31 | 0.71 | -0.29 | -0.50 |
| 17043 | Oodnadatta | -0.20 | -0.80 | 0.54 | 1.48 | 0.95 |
| 18012 | Ceduna | 0.81 | -0.27 | 0.35 | 0.27 | 1.11 |
| 18070 | Port Lincoln | 0.69 | 0.11 | 0.41 | -0.34 | 0.92 |
| 21046 | Snowtown | -0.03 | 0.13 | 0.50 | 0.43 | 0.91 |
| 22801 | Cape Borda | -0.29 | -0.16 | 0.26 | 0.40 | 0.32 |
| 23090 | Adelaide RO | 0.72 | 0.44 | 0.73 | 1.21 | 3.04 |
| 23.37. | Nurioutpa | 0.56 | 0.66 | 1.26 | 0.78 | 3.29 |
| 20021 | Mount Gambier | 1.64 | 0.57 | 1.18 | 1.77 | 5.11 |
| 26026 | Robe | 1.18 | 0.10 | 1.25 | 2.04 | 4.43 |
| 27022 | Thursday Island | 1.89 | 0.78 | 1.69 | 0.80 | 5.36 |
| 27045 | Weipa | 0.27 | 1.92 | 1.79 | 0.67 | 4.60 |
| 28004 | Pahnerville | 1.52 | 0.68 | 0.24 | -0.13 | 2.36 |
| 29004 | Burketown | 0.53 | 1.42 | 1.81 | 0.91 | 4.77 |
| 3004.5 | Richmond | 1.52 | 1.14 | 0.70 | 1.52 | 4.96 |
| 31011 | Cuirns | 2.46 | 0.85 | 3.32 | 1.68 | 8.24 |
| 32040 | Townsville | 1.12 | 1.97 | 1.19 | 0.94 | 5.19 |
| 33119 | Muckay MO | 1.10 | 1.54 | 1.31 | 1.16 | 5.18 |
| 34084 | Charters Towers | 0.63 | 0.11 | 1.08 | 0.87 | 2.80 |
| 36007 | Barcaldine | 0.62 | 1.45 | 1.28 | 0.96 | 4.63 |
| 36031 | Longreach | 1.33 | 0.96 | 1.97 | 1.01 | 5.21 |
| 37010 | Camooweal | 1.51 | 0.01 | -1.22 | -0.24 | 0.17 |
| 38002 | Birdsville | 0.38 | 0.31 | 0.14 | -0.33 | 0.45 |
| 38003 | Boulia | -0.51 | -0.91 | -0.55 | 0.17 | -1.85 |
| 39039 | Gayndah | 0.90 | I. 21 | 0.24 | -0.08 | 2.27 |
| 39083 | Rocklimpton | 0.51 | 1.01 | 1.58 | 0.24 | 3.31 |

Table 7.1c (cont.). Trends in frequency of minima above $95^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumin | Winter | Anthal |
| 39128 | Bundaberg | 0.63 | 1.53 | 0.98 | 0.35 | : 4 |
| 40004 | Amberley | 0.44 | 0.65 | 1.32 | 0.02 | $\therefore 44$ |
| 40223 | Brishane Airport | 1.01 | 1.16 | 1.56 | 0.76 | 414 |
| 40264 | Tewantin | 2.03 | 1.48 | 1.76 | 1.15 | $\cdots$ |
| 42023 | Miles | 0.47 | 0.50 | 0.31 | 0.36 | 1 ? |
| 43109 | St. George | 0.93 | -0.17 | 0.67 | 0.62 | $1 \times$ |
| 44021 | Charleville | 0.28 | 0.98 | 0.99 | -0.28 | 19\% |
| 45017 | Thargomindah | -0.12 | -0.43 | 0.32 | 0.27 | 11: |
| 46037 | Tibooburra | 0.05 | 0.48 | 0.14 | 1.0 .5 | 1 11 |
| 46043 | Wilcannia | -0.63 | -0.6.3 | $-1.08$ | 0.74 | 1.11 |
| 48027 | Cobar | -0.24 | 1.25 | 1.69 | 0.49 | $\because$ |
| 48239 | Bourke | -0.07 | 0.87 | 0.79 | 0.90 | $\because$ is |
| 52088 | Walgett | 0.11 | 0.29 | 0.4 .3 | 0.07 | (1) ${ }^{1}$ ) |
| 53048 | Morce | 0.52 | 0.16 | 1.91 | 0.91 | 1.4 |
| 55024 | Gunnedah Soil Cons | -0.24 | -0.13 | 0.09 | -0.0) | 1192 |
| 56017 | Inverell PO | 0.19 | 0.24 | 1.17 | 0. 31 | 1 14 |
| 58012 | Yamba | 1.27 | 0.87 | 0.10 | 0.2 .4 | $\therefore$ a |
| 59040 | Coffs Harbour | 0.05 | 0.85 | 0.07 | -0.3) | $11 \%$ |
| 60026 | Port Macquarie | 0.72 | 2.75 | 0.32 | 1.00 | 4 9 |
| 61078 | Williamtown | 0.49 | 1.57 | 0.79 | 0.36 | -1: |
| 61089 | Scone Soil Cons | -0.50 | -0.68 | -0.42 | 0.46 | 111 |
| 63005 | Bathurst ARS | -0.18 | -(0)29 | -(). 12 | 0.08 | 114 |
| 65012 | Dubbo | 1.05 | -0.12 | 0.48 | 0.56, | $\therefore 181$ |
| 66062 | Sydney RO | 0.69 | 1.94 | 0.97 | (1).11 | - 14., ${ }^{\text {a }}$ |
| 67105 | Richmond | 0.59 | 1.17 | 0. 16 | -0.0) | $1 \%$ |
| 68034 | Jervis Bay | 0.31 | 1.03 | 0.75 | 0.6 .1 | ? 10 |
| 68076 | Nowra | 0.22 | 1.10 | (1.4] | 19.7) | $\therefore$ it |
| 69018 | Moruya Heads | -0.19 | (1.54 | -0.18 | 1.17 | $1 \because$ |
| 70014 | Canberra Airport | -0.10 | -0.0) | ().-4. 3 | 6.1 1 | "10 |
| 72150 | Wagga Wagga | 0.22 | 0.14 | 1.37 | (1.ric) | $\therefore{ }^{\prime \prime}$ |
| 72161 | Cabramurra | -0.26 | -1. 1.5 | -(0.71 | 1.10 | 11.4 |
| 73054 | Wyalong | -(0). 44 | -0,3,3 | 0.70 | 0.1) | 1 :11 |
| 74128 | Deniliguirn | 0.00 | 0.14 | 0.91 | 0.8. | 19.4 |
| 76031 | Mildura | 0.71 | 0.44 | 12.44 | 0.60) | $\therefore 1$ |
| 78031 | Ninill | 0.95 | -(0.9) 9 | 0. 8.2 | 0.52 | 18 |
| 80023 | Kerang | 0.20 | -(1).19 | -0.02 | -0.86 | 11.0 |
| 82039 | Rutherglen | -0.03 | 0.10 | 0.37 | 1.75 | $\therefore$ (1) |
| 84016 | Gabo Island | -0.33 | 0.5 .3 | -0.86 | -1.40 | 11.4 |
| 84030 | Orhost | -0.42 | 0.17 | -0.4.3 | -0.6.) | 13* |
| 85072 | Sale | 0.32 | 0.04 | -0.30) | 0.35 | 11. |
| 85096 | Wilsons Promontory | 1.47 | 0.25 | 0.67 | 0.92 | 14 |
| 86071 | Melbourne RO | 0.98 | 0.37 | 1.44 | 1.48 | 4.1.4 |
| 87031 | Laverton | 0.25 | -0.01 | 0.08 | 0.76 | 11.19 |
| 90015 | Cape Otway | 0.66 | -0.18 | 0.18 | -0.2-4 | (1).14 |
| 91057 | Low Head | -0.05 | -0.20 | 1.25 | 0.69 | 1 cts |
| 91104 | Launceston AP | 1.46 | 0.37 | 0.99 | 0.43 | 1112 |
| 92045 | Eddystone Point | 0.40 | 0.34 | 0.36 | 0.93 | 1.7 |
| - 94010 | Cape Bruny | 0.69 | 0.22 | 0.98 | 0.80 | 2.011 |
| 94029 94069 | Hobart RO Grove | 1.00 | 0.24 | 0.41 | 0.03 | 1.10 |
| 96003 | Grove Butlers Gorce | 0.36 | -0.39 | 0.05 | -0.06 | -1) $\mathrm{Ck}_{4}$ |
| ${ }^{*}$ - ${ }^{\text {denot }}$ | Butlers Gorge | 0.17 | -1.22 | -0.54 | 0.26 | -0.49 |

Table 7.1d. Trends in frequency of minima above $90^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |
| 1021 | Killumburu | 2.44 | 0.15 | 2.15 | 0.12 | 5.10 |
| 2012 | Halls Creek | -0.74 | -1.69 | -1.04 | -2.36 | -5.67 |
| 3003 | Broome | 3.87 | 1.33 | -0.58 | 0.64 | 5.38 |
| 4032 | Port Hedland | 1.54 | 0.88 | 1.57 | 1.40 | 5.29 |
| 5007 | Learmonth | -1.12 | -6.18 | -1.17 | 1.18 | -5.92 |
| 5026 | Wittenoom | 0.20 | 0.38 | 0.78 | 0.64 | 2.06 |
| 6011 | Carnarvon | 1.01 | 1.50 | 0.21 | 1.45 | 4.30 |
| 7045 | Meek atharria | 0.46 | 0.24 | 0.50 | 0.49 | 1.53 |
| 8039 | Dalwalinu | 0.49 | -0.89 | -0.17 | -0.53 | -1.12 |
| 8051 | Geraldton | 1.19 | -0.78 | 1.19 | 0.65 | 2.19 |
| 9021 | Perlh Airport | 3.01 | 1.58 | 1.81 | 0.66 | 6.85 |
| 9518 | Cape Leeuwin | 2.83 | -0.48 | 1.35 | 2.47 | 0.22 |
| 9741 | Albany | 1.33 | -0.24 | 2.25 | 1.54 | 4.68 |
| 9789 | Esperance | 1.35 | 1.48 | 1.45 | 1.12 | 5.41 |
| 10035 | Cunderdin | 0.82 | -0.69 | 0.23 | 1.12 | 1.49 |
| 10648 | Wandering | 0.74 | -0.84 | -0.39 | 0.68 | 0.54 |
| 11052 | Forrest | 2.84 | 0.94 | 1.46 | 1.07 | 6.46 |
| 12038 | Kalgoorlic | 1.53 | 0.84 | 1.17 | 1.76 | 5.11 |
| 13017 | Giles | -0.56 | 1.05 | 0.36 | -0.17 | 0.76 |
| 14015 | Darwin Airport | 2.99 | 1.83 | 2.35 | 0.89 | 7.93 |
| 14825 | Victoria River Downs* | 2.60 | 0.14 | 3.18 | -0.11 | 5.51 |
| 15135 | Tennant Creek | 0.33 | 1.53 | 2.82 | 1.23 | 5.94 |
| 15548 | Rabbit lilat* | 2.65 | 0.58 | 2.07 | 0.59 | 6.02 |
| 15590 | Alice Springs | 1.59 | -0.13 | -0.34 | 1.55 | 2.74 |
| 16001 | Woomera | -0.60 | -0.54 | -0.25 | 2.26 | 1.07 |
| 16044 | Tarcoola | -0.24 | 1.91 | 1.08 | -0.64 | 2.11 |
| 17031 | Marree | -0.78 | -0.24 | 1.10 | -0.79 | -0.65 |
| 17043 | Oodradatta | -1.25 | -1. 22 | -0.03 | 1.41 | -1.13 |
| 18012 | Ceduna | 1.41 | -0.40 | 0.97 | 0.66 | 2.54 |
| 18070 | Port Lincoln | 0.85 | 0.40 | 0.00 | 0.03 | 1.42 |
| 21040 | Snowtown | 0.16 | 0.54 | 0.92 | 0.54 | 1.84 |
| 22801 | Cape Borda | 0.01 | -0.61 | 0.23 | 0.77 | 0.53 |
| 23090 | Adelaide RO | 1.78 | 0.79 | 1.16 | 0.80 | 4.44 |
| 23373 | Nurioutpa | 1.06 | 0.48 | 1.75 | 1.50 | 4.89 |
| 26021 | Mount Gambier | 2.70 | 1.25 | 2.29 | 2.13 | 8.18 |
| 26020 | Robe | 1.87 | 0.13 | 1.99 | 3.09 | 6.80 |
| 27022 | Thursdiay lislard | 3.14 | 1.33 | 2.81 | 2.04 | 9.59 |
| 27045 | Weipa | 0.21 | 2.38 | 2.48 | 1.20 | 6.19 |
| 28004 | Palmerville | 2.59 | -0.13 | 0.32 | -0.28 | 2.73 |
| 29004 | Burkeown | 1.68 | 2.96 | 3.59 | 1.98 | 10.00 |
| 30045 | Richmond | 2.28 | 2.91 | 2.01 | 1.62 | 8.79 |
| 31011 | Cairns | 3.68 | 2.34 | 5.02 | 2.97 | 13.94 |
| 32040 | Towns ville | 2.02 | 3.06 | 2.54 | 1.97 | 9.55 |
| 33119 | Mackay MO | 1.64 | 2.40 | 2.08 | 1.86 | 8.04 |
| 34084 | Charters Towers | 0.41 | -0.14 | 1.65 | 1.27 | 3.36 |
| 36007 | Barcaldine | 1.56 | 3.12 | 2.39 | 0.57 | 7.93 |
| 36031 | Longreach | 1.13 | 1.60 | 3.59 | 1.64 | 7.90 |
| 37010 | Camooweal | 2.74 | -0.19 | -1.42 | 0.19 | 1.57 |
| 38002 | Birdsville | 0.01 | 0.20 | 0.31 | -0.73 | -0.05 |
| 38003 | Boulia | -0.78 | -1.05 | 0.09 | 0.72 | -1.00 |
| 39039 | Gayndah | 1.57 | 1.63 | 0.86 | -0.37 | 3.65 |
| 39083 | Rockhampton | 1.15 | 1.84 | 2.85 | 0.85 | 6.75 |

Table 7.1d (cont.). Trends in frequency of minima above $90^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | \tithes |
| 39128 | Bundaberg | 1.26 | 1.90 | 1.60 | 0. 31 | 4 4 4 |
| 40004 | Amberley | 0.76 | 0.97 | 1.44 | 1.1.3 | 414 494 |
| 40223 | Brisbane Airport | 1.25 | 2.76 | 2.45 | 0.60 | 194 1124 |
| 40264 | Tewantin | 3.00 | 1.83 | 3.96 | 2.66 | 11.11 |
| 42023 | Miles | 0.90 | 0.66 | -0.03 | 0.08 | 1111 |
| 43109 | St. George | 0.33 | 0.62 | 1.15 | 1.3 .5 | 119 |
| 44021 | Charleville | -0.35 | 1.70 | 1.85 | 0.97 | 414 |
| 45017 | Thargomindah | -0.62 | -0.10 | 0.98 | 0.60 | ${ }^{1 / 4}$ |
| 46037 | Tibooburra | 0.28 | 1.39 | 0.47 | 0.91 | 1.1. |
| 46043 | Wilcannia | -0.46 | -0.80 | -1.03 | 0.9 .3 | 111 |
| 48027 | Cobar | 0.42 | 2.11 | 2.55 | 0.32 | 4514 |
| 48239 | Bourke | 0.41 | 1.58 | 1.87 | 1.17 | 4111 |
| 52088 | Walgett | -0.06 | 0.67 | 1.22 | 0.6.1 | $\therefore 11$ |
| 53048 | Moree | 1.31 | 1.30 | 2.08 | 1.42 | 414 |
| 55024 | Gunnedah Soil Cons | -0.18 | 0.60 | 1.12 | 1.07 | $\therefore 11$ |
| 56017 | Inverell PO | 0.14 | 0.36 | 1.62 | 0.40 | - 5 |
| 58012 | Yamba | 1.33 | 1.33 | 0.56 | 0.0.) | : 3 |
| 59040 | Coffs Harbour | 0.40 | 1.67 | 1.00 | 102 | 11. |
| 60026 | Port Macquaric | 0.86 | 3.53 | 1.60 | 2.6 .1 | $\because 4$ |
| 61078 | Williamtown | 0.59 | 2.52 | 1.47 | 0. 9.4 | * ${ }^{\text {a }}$ |
| 61089 | Scone Soil Cons | -0.14 | -0.11 | $-0.0 .3$ | 0.49 | 091 |
| 63005 | Bathurst ARS | -0.46 | -0.10 | 0.60 | (1.30) | ${ }^{11} 1$ |
| 65012 | Dubbo | 0.67 | 0.75 | 0.68 | 0.88 | 90 |
| 66062 | Sydncy RO | 1.02 | 2.97 | 1.87 | 0.8.6) | 1. 1. |
| 67105 | Richmond | 0.67 | 2.03 | 0.80 | 13.1? | 1th |
| 68034 | Jervis Bay | 0.25 | 1.26 | 1.18 | 1.01 | 41.4 |
| 68076 | Nowra | 0.29 | 1.21 | 19.96 | 1.07 | 14.4 |
| 69018 | Moruya Heads | -0.45 | 0.30 | -0.1. 3 | 0.6 .1 |  |
| 70014 | Canberra Airport | 0.45 | 0. 15 | (0.)1 | 13.1.4 | 1〕: |
| 72150 | Wagga Wagga | 0.74 | 0.72 | 11.99 | 1.38 |  |
| 72161 | Cabramurra | -0.70 | -0.72 | 0.45 | 1.39 | い: |
| 73054 | Wyalong | -0.08 | 0.11 | (10.80) | 1.85 | $\therefore 9$ |
| 74128 | Deniliguin | -0.12 | 0.35 | 1.3) | 0.97 | $\therefore 4^{4}$ |
| 76031 | Mildera | 1.89 | 0.44 | 10.5 .5 | 120 | : 14 |
| 78031 | Nhill | 0.67 | -1.07 | [0.04 4 | 1.0 .5 | 15 |
| 80023 | Kerang | 0.50 | -0.08' | -0.55 | (1).80 | 161 |
| 82039 | Rutherglen | 0.26 | -0.47 | 6. 29 | 2.80 | , 111 |
| 84016 | Gubo Island | -1.09 | 0.27 | -1.20 | 0.81 | [11 |
| 84030 | Orbost | -1.16 | 0.0 .3 | -0.84 | -1.67 | +11: |
| 85072 | Sale | 0.23 | 0.05 | -0.4k | 0.80 | 119 |
| 85096 | Wilsuns Promontory | 2.00 | 0.45 | 0.97 | 2.3 .3 | , 1 |
| 86071 | Melboume RO | 1.64 | 0.80 | 2.60 | 2.12 | (1): |
| 87031 | Lavertor | -0.08 | 0.88 | -0.07 | 0.44 | (1) 1 |
| 90015 | Cape Otway | 0.99 | -0.53 | 0.76 | -0.3.5 | 1.4 |
| 91057 | Low Head | -0.41 | 0.02 | 1.64 | 0.32 | 1 nta |
| 91104 | Launceston AP | 1.83 | 0.60 | 1.26 | 0.67 | 1.45 |
| 92045 94010 | Eddystone Point | 1.26 | -0.61 | 0.50 | 1.22 | $\therefore$ ¢04 |
| 9401029 | Cape Bruny Hobast RO | 0.79 | 0.62 | 1.77 | 0.91 | 4.12 |
| 94069 | Grove | 1.51 | 0.49 -0.09 | 0.61 | -0.82 | 1.54 |
| 96003 | Butlers Gorge | 0.03 | -0.09 -1.38 | 0.01 -0.54 | -0.69 0.01 | . 0.67 |

Table 7.1e. Trends in frequency of maxima below $10^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Ampual |
| 1021 | Kalumburu | 2.39 | 0.33 | -1.30 | -0.84 | 0.82 |
| 2012 | Halls Creek | 0.08 | 0.70 | 0.21 | -0.33 | 0.70 |
| 3003 | Broome | -1.23 | 0.95 | -1.37 | -2.68 | -4.48 |
| 4032 | Port Hedland | 0.59 | -0.62 | -0.67 | -0.43 | -1.01 |
| 5007 | Learmonth | -3.30 | 3.57 | -1.24 | 1.76 | -0.20 |
| 5026 | Wittenoom | -1.78 | -0.02 | 0.13 | -0.26 | -1.35 |
| 6011 | Carnarvon | -0.09 | 0.67 | -1.05 | -0.26 | -0.80 |
| 7045 | Meeketharra | 0.15 | -0.54 | -0.66 | -0.34 | -1.35 |
| 8039 | Dalwallinu | 0.11 | -0.01 | -1.18 | -0.52 | -1.47 |
| 805 I | Geraldion | -0.55 | -0.78 | -1.64 | 1.01 | -2.05 |
| 9021 | Perth Airport | -0.54 | 0.04 | -1.26 | 0.36 | -1.51 |
| 9518 | Cape Lceuwin | -0.70 | 0.93 | -1.06 | -0.59 | -1.24 |
| 9741 | Albing | -0.55 | 1.58 | -1.47 | 1.36 | 1.44 |
| 9789 | Esperance | -0.28 | 0.51 | 0.37 | 0.02 | 0.75 |
| 10035 | Cunderdin | -0.8.3 | 0.00 | -2.09 | -0.82 | -3.53 |
| 10648 | Wandering | 0.24 | 0.34 | -1.46 | -0.33 | -1.37 |
| 11052 | Forrest | -0.19 | 0.64 | -1.08 | -0.17 | -0.80 |
| 12038 | Kalgoonlie | 0.18 | 1.03 | -0.03 | 0.46 | 1.57 |
| 13017 | Giles | -0.66 | 0.03 | 0.25 | -0.42 | -0.88 |
| 14015 | Darwin Airport | -0.23 | -1.12 | -0.73 | -1.87 | -3.58 |
| 14825 | Victoria River Downs* | -1.12 | -2.87 | -1.58 | -3.09 | -7.68 |
| 15135 | Tennant Creek | 0.30 | 0.53 | -0.26 | -0.39 | 0.31 |
| 15548 | Rabbio Flat* | -4.31 | -0.80 | -2.04 | -1.50 | -9.18 |
| 15590 | Alice Springs | -0.30 | -0.27 | 0.31 | -0.36 | -0.68 |
| 16001 | Woomera | 0.09 | 1.14 | -0.98 | 1.64 | 2.34 |
| 16044 | Tarcosla | -1.30 | 0.29 | -1.13 | -1.95 | -4.10 |
| 17031 | Marree | -1.17 | -0.25 | -0.71 | -1.92 | -3.93 |
| 17043 | Oodnadatta | -0.71 | 0.33 | -0.55 | -2.44 | -3.13 |
| 18012 | Cedunia | -1.04 | -0.24 | -1.27 | -1.24 | -3.84 |
| 18070 | Port Lincoln | -1.76 | -1.90 | -2.68 | -2.19 | -8.68 |
| 21046 | Sobowtown | -1.24 | -0.42 | -1.38 | -0.58 | -2.75 |
| 22801 | Cape Burda | -2.24 | -2.23 | -1.71 | -0.86 | -7.12 |
| 23090 | Adelaide R 0 | -1.24 | -0.73 | -1.39 | -0.78 | -4.10 |
| 23,373 | Nuriosotpa | -0.62 | 0.11 | -0.96 | -0.76 | -2.20 |
| 26021 | Mount Gambier | -1.29 | -1.26 | -1.5i | -0.21 | -4.06 |
| 26026 | Rohe | -1.75 | 0.89 | -1.31 | -1.72 | -3.96 |
| 27022 | Thursclay lsland | -2.62 | -0.5I | -1.23 | -2.44 | -6.81 |
| 27045 | Weipa | -3.48 | -0.92 | -0.55 | 0.67 | -4.26 |
| 28004 | Palnmerville | 0.24 | -1.25 | -1.03 | -0.26 | -2.28 |
| 29004 | Burketown | 1.17 | 0.14 | -2.42 | 1.39 | -1.00 |
| 30045 | Richmond | 0.27 | 0.50 | -3.07 | 0.05 | -2.15 |
| 31011 | Cairns | -0.44 | -0.01 | -1.32 | -1.28 | -3.03 |
| 32040 | Townsville | -0.38 | -0.42 | -1.56 | 0.24 | -2.23 |
| 33119 | Mackay MO | 0.10 | -2.15 | -1.71 | -0.01 | -4.02 |
| 34084 | Charters Towers | -0.59 | -2.24 | -2.59 | 0.86 | -4.54 |
| 36007 | Burcaldine | 0.45 | -1.22 | -1.15 | 0.81 | -0.86 |
| 36031 | Longreach | 0.36 | 0.05 | -0.47 | 0.35 | 0.15 |
| 37010 | Canooweal | -0.84 | 0.15 | -1.32 | -0.65 | -2.69 |
| 38002 | Birdsville | -1.03 | -0.81 | -0.96 | -1.43 | -4.34 |
| 38003 | Boulia | -0.01 | 0.93 | -0.83 | -0.49 | -0.68 |
| 39039 | Gayndah | -0.51 | -1.71 | -0.92 | -1.25 | -4.23 |
| 39083 | Rockhampton | 0.46 | -1.80 | -0.51 | 0.26 | -1.55 |

Table 7.1e (cont.). Trends in frequency of maxima below $10^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Sumbst |
| 39128 | Bundaberg | 0.05 | -2.09 | -0.91 | -0.42 | i $1 ;$ |
| 40004 | Amberley | -0.17 | -0.51 | -0.48 | -1.18 | $\therefore 8$ |
| 40223 | Brisbane Aipport | 0.54 | -0.02 | 0.71 | 0.4 .3 | $1:$ |
| 40264 | Tewantin | -0.46 | -3.71 | 1.02 | -0.22 | - 4.4 |
| 42023 | Miles | 0.54 | -1.25 | -1.82 | -0.42 | $\therefore 4$ |
| 43109 | St. George | -0.39 | -0.35 | -0.20) | (1.16) | (1) ${ }^{\text {a }}$ |
| 44021 | Charleville | 0.66 | -0.47 | -0.99 | 0.3.3 | $11 \%$ |
| 45017 | Thargomindah | 0.18 | -0.30 | -1.62 | 0.7 .3 | 118 |
| 46037 | Tibooburra | -0.95 | -0.36 | -1.57 | -1.5.4 | 4. ${ }^{1}$ |
| 46043 | Wilcannia | 0.59 | 0.54 | 1.38 | (1.56) |  |
| 48027 | Cobar | 0.34 | 1.06 | -0.13 | -(0) 18 | 1.111 |
| 48239 | Bourke | 0.22 | -0.68 | -0.27 | 0.50 | "1. |
| 52088 | Walgett | 0.08 | -0.62 | -(0.4) | (1.39) | $0 \mathrm{l}, \mathrm{t}$ |
| 53048 | Moree | -0.52 | -0.49 | -0.1. | 1.07 | 11 |
| 55024 | Gunnedah Soil Cons | -1.78 | -0.04 | -1.50 | -0.4.4 | 4.11 |
| 56017 | Inverell PO | -0.45 | 0.02 | -(1.9) | -0.6.? | $\therefore 1$ |
| 58012 | Yamba | -1.66 | -1.05 | -1.54 | -1.90 | 6. ${ }^{\text {a }}$ |
| 59040 | Coffs Harbour | -1.36 | -1.26 | -(0.77 | -1.5.? | 48. |
| 60026 | Port Macquarie | -1.59 | 0.66 | -1.6.2 | 0.92 | $\therefore \therefore$ |
| 61078 | Williamown | -1.04 | -1.37 | -2.144 | -1.15 | 4.36 |
| 61089 | Scone Soil Cons | -0.65 | 0.88 | -1.07 | -0.35 | ${ }^{1} 140$ |
| 63005 | Bathurst ARS | -0.18 | 0.6 .1 | -0.72 | (1).01 | 118.4 |
| 65012 | Dubbo | 0.18 | 0.36 | -0.95 | -13.29 | 116. |
| 66062 | Sydney RO | -0.43 | -1.46 | -10.47 | -0.1 6 | $\therefore 4$ |
| 67105 | Richmond | -0.65 | -0.38 | -0.51 | -0.88 | $\therefore 14$ |
| 68034 | Jervis Bay | -0.05 | -(0).2.3 | -1.50 | 1.50 | 3.48 |
| 68076 | Nowra | -0.48 | -1.01 | 23.13 | 0.13 | 1.9 |
| 69018 | Moruya fleals | 0.15 | 0.18 | 0.73 | (6) 20 | 1164 |
| 70014 | Canbera Airport | -0.37 | 0.13 | 0.56 | 0.67 | [191 |
| 72150 | Wagga Waggi | -1.38 | 0.18 | 0. $\mathrm{S}_{2}$ | 1.75 | $\therefore 61$ |
| 72161 | Cabramurra | -0.47 | 0.11 | -1.1.? | 10.8.4 | $\therefore 1{ }^{\circ}$ |
| 73054 | Wyalong | 0.74 | 1.28 | -11,60) | (1)78 | 1 ril |
| 74128 | Desriliquin | -0.51 | 0.21 | - $0.0 \%$ | 6. 3.1 | $16^{\prime \prime}$ |
| 76031 | Mildura | 0.56 | 0.61 | -0.61 | -1.47 | 111 |
| 78031 | Nhill | -1.15 | 0.13 | -1.21 | 0.42 | $\therefore 18$ |
| 80023 | Kerang | -0.57 | (0, \% ) | -0.90) | 0.4 .4 | (1)1 |
| 82039 | Rutherglen | -0.14 | 0.86 | -1.61 | 0.28 | 1 t |
| 84016 | Gabo Island | 0.00 | -0.06 | 0.31 | 0.58 | 111 : |
| 84030 | Orbost | 0.21 | -0.1.3 | -0.00) | 0.4.1 | 11 m |
| 85072 | Sale | -1.21 | -1.85 | -3.06 | -1.40 | - 4 |
| 85096 | Wilsons Promontory | 0.11 | 1.20 | -0. 37 | -1.20 | (1) 0 : |
| 86071 | Melbourne RO | -0.73 | 0.19 | -0.45 | -1.18 | $\therefore 25$ |
| 87031 | Laverton | -0.02 | 0.95 | -0.22 | -1.3.3 | (1) 3 |
| 90015 | Cape Otway | -0.16 | 1.08 | -0.12 | -0.87 | 11.1 |
| 91057 | Low Head | -2.22 | -0.13 | $-2.8 .3$ | -1.15 | 0.9? |
| 91104 | Launceston AP | -1.09 | 0.42 | -1.30 | 0.20 | 1.13 |
| 92045 | Eddystone Point | -2.77 | -2.56 | -2.81 | -2.70 | 11 hm |
| 94010 | Cape Bruny | -0.75 | -0.23 | -1.64 | -0.87 | 4.51 |
| 94029 | Hobart RO | -0.63 | -0.01 | -0.93 | -0.58 | 2. 31 |
| 94069 | Grove | -0.33 | 0.15 | -0.74 | 0.12 | -6.8.5 |
| 96003 | Butlers Gorge | -2.72 | -2.34 | -2.92 | -1.76 | 0, 8.37 |

* denotes station with less than 35 years of record in the $1957-96$ period

Table 7.1f. Trends in frequency of maxima below $5^{\text {th }}$ percentile, 1957-96

| Stution number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Anntal |
| 1021 | Kalumhuru | 1.35 | -0.11 | -1.09 | -0.33 | -0.03 |
| 2012 | Halls Creek | 0.25 | 0.52 | 0.25 | -0.20 | 0.86 |
| 3003 | Broome | -0.75 | 0.25 | -0.24 | -1.59 | -2.38 |
| 4032 | Port Hedland | 0.14 | -0.19 | -0.02 | 0.13 | 0.11 |
| 5007 | Learmonth | -1.71 | 1.84 | -0.55 | 1.02 | 0.07 |
| 5026 | Wittenoom | -0.71 | -0.01 | 0.30 | -0.42 | -0.32 |
| 6011 | Carnarvon | -0.38 | -0.35 | -0.69 | 0.02 | -1.47 |
| 7045 | Meekatharra | 0.31 | -0.43 | -0.26 | -0.28 | -0.66 |
| 8039 | Dalwallinu | 0.02 | -0.22 | -0.75 | -0.08 | -0.85 |
| 8051 | Geraldton | -0.27 | -0.51 | -0.89 | 0.96 | -0.77 |
| 9021 | Perth Airport | -0.30 | 0.54 | -0.59 | 0.60 | 0.19 |
| 9518 | Cape Leeuwin | -0.28 | 0.94 | -0.92 | -0.53 | -0.70 |
| 9741 | Albany | -0.70 | 0.89 | -0.85 | 0.46 | 0.21 |
| 9789 | Esperance | -0.35 | 0.13 | 0.05 | 0.07 | 0.04 |
| 10035 | Cunderdin | -0.38 | -0.38 | -1.25 | -0.81 | -2.75 |
| 10648 | Wandering | 0.17 | 0.36 | -0.73 | -0.10 | -0.45 |
| 11052 | Forrest | 0.39 | 0.46 | -0.50 | -0.35 | 0.18 |
| 12038 | Kalgoorlie | 0.17 | 0.35 | -0.08 | 0.40 | 0.82 |
| 13017 | Giles | -0.25 | -0.0.3 | 0.03 | -0.14 | -0.35 |
| 14015 | Darwin Airport | 0.08 | -0.53 | -0.34 | -0.70 | -1.30 |
| 14825 | Victoria River Downs* | -1.11 | -1.66 | 0.25 | -1.51 | -3.93 |
| 15135 | Tenuant Creek | 0.03 | 0.58 | 0.18 | -0.04 | 0.67 |
| 15548 | Rabbit Flat* | -2.12 | -0.09 | -1.21 | -1.90 | -5.81 |
| 15590 | Alice Springs | -0.32 | 0.01 | 0.27 | -0.18 | -0.28 |
| 16001 | Woomera | -0.41 | 1.07 | -0.09 | 1.07 | 1.92 |
| 16044 | Tarcoola | -0.49 | 0.56 | -0.80 | -1.14 | -1.98 |
| 17031 | Matree | -0.62 | -0.58 | -0.59 | -0.83 | -2.56 |
| 17043 | Ondradatia | -0.63 | -0.08 | -0.12 | -1.18 | -1.79 |
| 18012 | Cedana | -0.47 | -0.42 | -0.40 | -0.53 | -1.88 |
| 18070 | Port Lincoln | -0.99 | -1.31 | -1.35 | -1.54 | -5.16 |
| 21046 | Snowtown | -0.6.3 | -0.27 | -1.19 | -0.38 | -2.21 |
| 22801 | Cape Borda | -1.26 | -1.35 | -1.22 | -0.67 | -4.53 |
| 23090 | Adelaide RO | -0.76 | -0.37 | -0.83 | -0.14 | -2.13 |
| 23.373 | Nutionta | -0.57 | -0.07 | -0.51 | -0.47 | -1.59 |
| 26021 | Mount Gambier | -0.82 | -0.37 | -0.86 | -0.22 | -2.24 |
| 26026 | Robe | -1.29 | 0.71 | -0.64 | -0.74 | -1.74 |
| 27022 | Thersdiny Istand | -1.28 | -0.49 | -0.36 | -1.36 | -3.61 |
| 2704.5 | Weipa | -1.79 | -0.22 | 0.37 | 0.08 | -1.50 |
| 28004 | Palmervitle | 0.08 | -0.09 | -0.35 | 0.19 | -0.80 |
| 29004 | Burketown | 0.32 | 0.10 | -1.43 | 0.51 | -0.97 |
| 30045 | Richunond | 0.29 | 0.42 | -1.59 | 0.52 | -0,34 |
| 31011 | Cairns | 0.20 | 0.21 | -0.83 | -1.08 | -1.47 |
| 32040 | Townsville | -0.11 | 0.05 | -0.57 | 0.63 | -0.03 |
| 33119 | Mackay MO | 0.09 | -1.16 | -0.68 | 0.40 | -1.48 |
| 34084 | Churters Towers | -0.45 | -1.01 | -1.35 | 0.62 | -2.11 |
| 36007 | Barcaldine | 0.09 | -0.58 | -0.46 | 0.79 | -0.01 |
| 36031 | Longreach | 0.34 | -0.13 | -0.33 | 0.04 | -0.04 |
| 37010 | Camooweal | -0.39 | 0.12 | -0.70 | -0.25 | -1.29 |
| 38002 | Birdsville | -0.47 | -0.27 | -0.46 | -0.90 | -2.16 |
| 38003 | Boulia | 0.07 | 0.68 | -0.37 | 0.43 | 0.62 |
| 39039 | Gayndah | 0.16 | -1.20 | -0.62 | -0.91 | -2.55 |
| 39083 | Rocklampton | 0.37 | -0.86 | 0.23 | -0.24 | -0.44 |

Table 7.1f (cont.). Trends in frequency of maxima below $5^{\text {th }}$ percentile, $1957-16$

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autamin | Winter | Amthes |
| 39128 | Bundaberg | 0.34 | -1.53 | -0.0. | -0.31 | 1 4.4 |
| 40004 | Amberley | 0.05 | -0.25 | 0.17 | -0.39) | (1).? |
| 40223 | Brisbane Airport | 0.33 | 0.05 | 0.33 | 0.07 | 11.58 |
| 40264 | Tewantin | 0.65 | -2.24 | 0.93 | -0.7.3 | 1.11 |
| 42023 | Miles | 0.41 | -1.02 | -0.92 | -0.12 | 1 1, 18 |
| 43109 | St. George | -0.44 | -0.23 | -0.08 | 0.37 | 1164 |
| 44021 | Charleville | 0.11 | -0.14 | -0.62 | 0.25 | (1) ${ }^{111}$ |
| 45017 | Thargomindah | 0.04 | -0.42 | -0.71 | 0.42 | 13.16 |
| 46037 | Tibooburta | -0.32 | -0.09 | -0.92 | -1.14 | $\therefore 16$ |
| 46043 | Wilcannia | 0.26 | 0.22 | 1.4) | 0.42 | $\therefore 41$ |
| 48027 | Cobar | 0.01 | 0.49 | -0.31 | -0.2.4 | 1191 |
| 48239 | Bourke | 0.03 | -0.59 | 0.39 | -0.27 | 1141 |
| 52088 | Walgett | 0.19 | -0.41 | -0.23 | -0.0. | $0 \mathrm{l}^{\prime}$ |
| 53048 | Moree | -0.33 | -0.24 | -0.14 | 0.60 | (11) |
| 55024 | Gunnedah Soil Cons | -0.88 | -0.14 | -0.66 | -0.48 | $\therefore 1.1$ |
| 56017 | Inverell PO | -0.45 | 0.20 | -0.52 | -0.4.3 | 1.29 |
| 58012 | Yarnba | -0.78 | -0.13 | -1.01 | -0.90) | $\therefore m$. |
| 59040 | Coffs Harbour | -0.59 | -0.49 | -0.30 | -1.05 | $\therefore 21$ |
| 60026 | Port Macquarie | -0.62 | 0.67 | -0.16 | -0.52 | (1) |
| 61078 | Williamtown | -0.45 | -0.8.3 | -1.15 | -0.) 0 | 1. |
| 61089 | Scone Soil Cons | -0.23 | 0.06 | $-1.02$ | -0.05 | 1 mj |
| 63005 | Bathurst ARS | 0.03 | 0.17 | -0.5.4 | 0.10 | H68 |
| 65012 | Dubbo | 0.26 | -0.20 | . 0.56 | ().16 | 114.6 |
| 66062 | Sydney RO | -0.28 | -0.74 | -0.18 | -6.10 | 1111 |
| 67105 | Richmond | -0.29 | 0.08 | 0.08 | -0.30) | 11.14 |
| 68034 | Jervis Bay | -0.10 | -0.70) | 0.57 | (0.80) | $\therefore 15$ |
| 68076 | Nowra | 0.12 | -0.01 | 0.60 | 0.55 | 14 |
| 69018 | Moruya Heads | 0.31 | 0.39 | -0.10 | 0.0) |  |
| 70014 | Canberra Airport | 0.04 | 0.37 | -0.17 | 0.11 | (111.: |
| 72150 | Wuga Wagga | -0.8.5 | 0.11 | -0.0.5 | (0.11) | 11.1 |
| 72161 | Cabramurra | -0.3x | 0. 36 | -0.50 | 1) 58 | 114 |
| 73054 | Wyalong | 0.08 | 0.94 | 0.47 | 0.7.4 | 111 |
| 74128 | Dentitiguin | -0.85 | 0.62 | 0.64 | (1).30) | (1)1 |
| 76031 | Mildura | 0.30 | $0.3 \%$ | 6). 37 | 0.3 .14 | 11.3 |
| 78031 | Nhild | -0.66 | 0.18 | -0.4.4 | 0.2.2 | Wat |
| 80023 | Kerang | -0.22 | -0.17 | -6. 48 | 0.2.4 | 11 hr |
| 82039 | Rutherglen | -0.74 | 0.10 | -0.9.3 | 0.11 | 141 |
| 84016 | Gabo Istand | -0.36 | 0.05 | 0.58 | 0.18 | 11.14 |
| 84030 | Orbost | 0.32 | 0.04 | 0.22 | -0. C - -1 | 17.: |
| 85072 | Sale | -0.71 | -0.60 | -1.20 | -0.coer | ; $\because$ |
| 85096 | Wilsons Promontory | -0.46 | 0.34 | -0.48 | -0.0.4 | 1 x |
| 88071 | Melbourne RO | -0.68 | 0.22 | -0.31 | $-0.37$ | 114 |
| 87031 90015 | Laverton | -0.47 | 0.73 | -0.09 | -0.68 | 0.30 |
| 901057 | Cape Otway | -0.08 | 0.94 | 0.05 | -0.29 | 19.59 |
| 91104 | Low Head | -1.82 | 0.30 | -1.76 | -0.80) | 4.30 |
| 92045 | Launceston AP | -0.82 | 0.28 | -1.22 | -0.08 | 1.50 |
| 94010 | Eddystone Point | -1.26 | -1.44 | -1.93 | -2.05 | - 1.818 |
| 94029 | Cape Bruny Hobatt RO | -0.38 | -0.46 | -1.14 | -1.56 | 3.54 |
| 94069 | Hobatt RO Grove | -0.56 -0.42 | 0.12 | -0.74 | -0.34 | -1.64 |
| 96003 |  | -0.42 -1.84 | 0.10 | -0.72 | 0.13 | -(1).47 |
| * den | Butters Gorge | -1.84 | -1.76 | -1.79 | -0.79 | -6.23 |

* denotes station with less than 35 years of record in the 1957-96 period

Table 7.1 g . Trends in frequency of minima below $10^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |
| 1021 | Kulumburu | -2.39 | -1.62 | -1.78 | -1.24 | -7.44 |
| 2012 | Halls Creek | -0.74 | -0.17 | 1.70 | 0.20 | 1.05 |
| 3003 | Broome | -1.80 | -1.26 | 1.26 | -1.62 | -3.60 |
| 4032 | Port Hediand | -1.34 | -0.72 | -1.24 | -3.23 | -6.70 |
| 5007 | Learmonth | 1.62 | 2.82 | -0.60 | 0.31 | 3.47 |
| 5026 | Wittenoom | -0.96 | -1.17 | -0.49 | -1.22 | -3.95 |
| 6011 | Camarvon | -1.73 | -0.60 | -1.30 | -1.27 | -4.97 |
| 7045 | Meekatharra | 0.10 | 0.27 | -0.80 | -0.29 | -0.78 |
| 8039 | Dalwallinu | -1.20 | -0.92 | -1.22 | -1.11 | -4.14 |
| 8051 | Geraldton | 0.23 | 1.52 | -1.19 | -0.24 | 0.30 |
| 9021 | Perth Airport | -1.38 | -1.30 | -2.81 | -0.48 | -5.87 |
| 9518 | Cape Lecuwin | -1.63 | -1.18 | -1.86 | -1.81 | -6.45 |
| 9741 | Albuny | -1.05 | 0.14 | -0.18 | -2.21 | -3.23 |
| 9789 | Esperance | -1.49 | -0.62 | -2.61 | -1.56 | -6.27 |
| 10035 | Cunderdin | -1.75 | -1.13 | -1.94 | 0.01 | -4.80 |
| 10648 | Wandering | -2.22 | -0.94 | -2.37 | -1.16 | -6.8.5 |
| 11052 | Forrest | -0.06 | -0.08 | 0.61 | -0.82 | -0.38 |
| 12038 | Kalgoorlic | -1.51 | -0.67 | -2.20 | -0.93 | -5.32 |
| 1.3017 | Giles | -0.88 | -0.72 | 2.49 | 0.42 | 1.12 |
| 14015 | Darwin Airport | -1.37 | -1.94 | -2.14 | -1.54 | -6.75 |
| 14825 | Victorial River Downs* | -1.84 | -2.84 | -0.99 | -1.29 | -6.10 |
| 15135 | Tennaut Creek | -0.27 | -1.77 | -0.78 | -0.97 | -3.70 |
| 15548 | Rabbit Fiat* | -1.38 | -3.88 | 4.39 | -0.79 | -1.16 |
| 15590 | Alice Springs | -1.13 | -0.91 | -1.10 | -0.71 | -3.90 |
| 16001 | Woomera | -1.30 | 0.39 | -0.96 | -0.27 | -2,62 |
| 16044 | Tarcoola | -1.13 | -0.38 | -0.57 | -0.99 | -2.97 |
| 17031 | Marree | -2.69 | -1.76 | -2.55 | -1.66 | -8.52 |
| 17043 | Oodmadalta | -0.68 | -0.16 | 0.48 | -0.77 | -0.88 |
| 18012 | Ceduna | -2.75 | -1.65 | -1.55 | -2.63 | -8.32 |
| 18070 | Port Lincoln | -1.28 | -1.47 | -1.35 | -2.01 | -6.57 |
| 21046 | Showtown | 0.29 | 0.31 | -0.17 | -1.96 | -1.01 |
| 22801 | Cape Borda | -0.81 | 0.30 | -0.28 | -2.04 | -2.67 |
| 23090 | Adetaidero | -0.54 | 0.55 | 0.35 | -1.62 | -0.97 |
| 23373 | Nuriootpa | -1.15 | -2.10 | -1.20 | -3.02 | -7.69 |
| 26021 | Monm Gambier | -1.14 | -1.26 | -1.18 | -2.76 | -6.11 |
| 26026 | Rohe | -2.26 | -0.47 | -1.63 | -1.35 | -5.76 |
| 27022 | Thursday Island | -0.58 | -0.43 | -1.07 | -3.26 | -5.5! |
| 27045 | Weipa | 2.66 | -1.72 | 0.06 | 0.84 | 1.50 |
| 28004 | Palmerville | -3.69 | -1.87 | -0.07 | -1.02 | -7.16 |
| 29004 | Burketown | -2.37 | -4.32 | -5.91 | -3.10 | -14.43 |
| 30045 | Richmond | -1.72 | -1.32 | -1.55 | -1.62 | -5.83 |
| 31011 | Caims | -2.12 | -2.30 | -2.71 | -1.78 | -8.93 |
| 32040 | Townsville | -2.43 | -2.12 | -3.38 | -1.61 | -9.69 |
| 33119 | Mackay MO | -0.94 | -1.80 | -2.91 | -2.37 | -8.10 |
| 34084 | Charters Towers | -1.90 | -1.23 | -1.53 | -0.81 | -5.30 |
| 36007 | Barcaldine | 0.29 | -0.1.3 | -2.55 | -2.29 | -4.84 |
| 36031 | Longreach | -0.01 | -2.12 | -1.37 | -0.71 | -4.10 |
| 37010 | Camooweal | -1.14 | 2.83 | 1.22 | -0.12 | 2.54 |
| 38002 | Birdsville | -0.24 | 1.39 | 0.32 | 0.06 | 1.50 |
| 38003 | Boulia | -0.44 | 1.56 | -0.03 | -1.16 | -0.24 |
| 39039 | Gayndah | -0.98 | -0.71 | -2.39 | -1.01 | -5.11 |
| 39083 | Rockhampton | -1.18 | -1.78 | -2.31 | -2.30 | -7.68 |

Table 7.1 g （cont．）．Trends in frequency of minima below $10^{\text {th }}$ percentile， 1957.96

| Scation number | Station name | Trend fdiys／deciade） |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Suminer | Autumen | Winter | Ambusi |
|  | Bundaberg | －0．34 | －1．89 | －2．31 | 1.86 | 6，1： |
| 39128 | Amberley | －0．76 | －0．97 | －1．44 | －1．13 |  |
| 40004 | Brisbane Airport | －1．85 | －2．52 | －2．98 | 268 | $111 \%$ |
| 40223 | Tewantin | －3．12 | －2．56 | －3．70 | 3.013 | 14．48 |
| 40264 | Miles | 0.29 | －0．67 | －0．92 | 1.46 | $\therefore$ |
| 42023 | St．George | －0．47 | －0．75 | －0．0．04 | 1.19 | 1.1 |
| 43109 | CharleviIle | －2．03 | －1．04 | －0．9］ | 2.30 | －$\quad 1 ;$ |
| 44021 | 1 Chargomindah | －1．26 | －2．12 | －0．33 | 1．48 | － $4 \times 4$ |
| 45017 | Tibooburra | －0．94 | －0．42 | －0．17 | 11.41 | $\therefore 010$ |
| 46037 | Wilcannia | 0.59 | 2.96 | 1.86 | 0.19 | － 414 |
| 46043 | Cobar | －2．67 | 1.09 | －0．87 | 1.73 | 4.1 |
| 48027 | Bourke | －0．76 | －0．86 | －0．70 | 1.67 | 411 |
| 48239 | Walgett | －1．16 | －0．10 | －1．14 | （1）．7） | i 01 |
| 52088 53048 | ！Moree | －2．75 | －2．17 | －2．01 | 3.34 | 1118 |
| 55024 | 1 Gunnedah Soil Cons | －0．72 | －0．15 | －0．62 | 1.46 | 4．14， |
| 550017 | 1 Inverell PO | －1．70 | －1．23 | －0．98 | $\therefore 17$ | 616．${ }^{1}$ |
| 58012 | 1 Yamba | －1．07 | －0．89 | －1．34 | $0 . \%$ | ${ }^{1} 14$ |
| 59040 | Coffs Harbour | －1．34 | －2．21 | －2．90 | $\therefore 76$ |  |
| 60026 | ｜Port Macquarie | －2．86 | －2．61 | －3．34 | $\therefore 14$ | 1110 |
| 61078 | ｜Williamtown | －0．35 | 0.12 | －1．88 | 1.80 | 16\％ |
| 61089 | I Scone Soil Cons | 1.11 | 10.65 | － 0.14 | （1）．41） | 119 |
| 63005 | ｜Bathurst ARS | 0.26 | 10.98 | －0．80 | 1．61 | （1） 19 |
| 65012 | ｜Dubbo | －0．17 | －0．06 | －1．10 | 1．7．2 | $\therefore$ 昭 |
| 66062 | ｜Sydney RO | －0．30 | －1．04 | －-0.96 | 12.87 | 114 |
| 67105 | ｜Richmond | 1.34 | ｜－0．32 | $1-0.07$ | 13．8．1 | 1111 |
| 68034 | 1 Jervis Bay | －0．47 | 10.12 | 10．69 | 11． 117 | －10， |
| 68076 | ｜Nowra | 0.88 | －0．57 | $1-6.87$ | （1） 17 | 11.48 |
| 69018 | 1 Moruya Heads | －0．70 | 0.18 | ！ 0.0 .0 .5 | 1 mk | 111． |
| 70014 | －Canherra Airport | －1．62 | －1．13 | 1－1．92 | $\therefore 68$ | － 10 m |
| 72150 | 1 Waga Wagga | －1．00 | 1.52 | 1－1．15 | 12．6．1 | 11 |
| 72161 | ！Cabramurru | －0．10 | 0.511 | 1－3．41） | い品 | 108 |
| 73054 | 1 Wyalong | －0．44 | 0.6 .3 | ！ 0.80 | （1） | 111 |
| 74128 | Deniliguin | －0．01 | －0． 37 | 10.56 | （11） | 119 |
| 76031 | Mildura | －1．75 | －1．53 | ！1．72 | 3.17 | （1）${ }^{\text {ch }}$ |
| 78031 | Nhill | 0.57 | 1.31 | $1-(2) 90$ | （1）． 11 | （1） 6 |
| 80023 | Kerang | 0.44 | －0．59 | 10.48 | （1）．？ | － 110 |
| 82039 | Rutherglen | 0.69 | 2.34 | 10．8． | 11.90 | $\therefore$ M |
| 84016 | Gabo Island | 0.27 | 0.16 | 1－0．4． 1 | 11．41） | 11.1 |
| 84030 | Orbost | 0.54 | －0．61 | 11.33 | 10.85 | 1.31 |
| 85072 | Sale | －0．45 | $-1.48$ | 1－0．82 | 1．7．3 | （i．i ${ }^{\text {a }}$ |
| 85096 | Wilsons Promontory Melbourne RO | －1．40 | －1．94 | 1－3．64 | －1．95 | 4． 4.1 |
| 86071 |  | －1．47 | －1．18 | 1－1．19 | －1．44 | S．usis |
| 87031 | Laverton Cape Otway | 0.23 | $-1.08$ | －1．53 | －0．92 | 275 |
| 90015 | Cape Otway Low Head | －1．93 | 1.51 | －2，27 | －0．0） | 4.12 |
| 91057 | Low Head | －0．59 | 1.37 | －0．15 | －0．52 | 0．1． |
| 91104 | Launceston AP | －1．95 | －2．73 | －1．09 | －1．38 | （1， $\mathrm{S} \cdot \mathrm{L}$ |
| 92045 | Eddystone Point | －1．80 | －1．04 | －1．94 | －1．48 | 6.44 |
| 94010 | Cape Bruny Hobart RO | -1.53 -1.35 | －0．97 | －1．57 | －0．39 | 4.85 |
| 94029 | Hobart RO Grove | -1.35 -0.74 | －1．23 | －1．77 | －0．71 | S． 110 |
| 94069 | Butlers Gorge | -0.74 -0.11 | －0．22 | －1．40 | －1．00 | －1．4t |
| 96003 | Butlers Gorge | －0．11 | 0.00 | －0．31 | 0.78 | （0．（0） |

Table 7.1h. Trends in frequency of minima below $5^{\text {th }}$ percentile, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Anmual |
| 1021 | Kilumburu | -0.93 | 0.28 | -1.45 | 0.22 | -2.11 |
| 2012 | Halls Creek | -0.95 | -0.71 | 0.25 | -0.42 | -1.90 |
| 3003 | Brome | -0.95 | -1.01 | 1.04 | -1.27 | -2.24 |
| 4032 | Port Hedland | -0.66 | -0.76 | -1.15 | -1.56 | -4.24 |
| 5007 | Leammontly | 1.25 | 1.30 | -0.49 | -0.1 1 | 1.69 |
| 5026 | Wittenoom | -0.87 | -1.10 | -0.34 | -0.85 | -3.15 |
| 6011 | Camarvon | -1.26 | -0.62 | -0.95 | -0.26 | -3.07 |
| 7045 | Meekaharra | 0.35 | -0.20 | -0.56 | -0.18 | -0.65 |
| 8039 | Dalwallinu | -0.28 | -0.39 | -1.01 | -1.03 | -2.56 |
| 8051 | Ceralditon | 0.42 | 0.50 | -0.51 | -0.32 | 0.10 |
| 9021 | Perill Airport | -0.73 | -0.65 | -1.61 | -0.13 | -3.12 |
| 9518 | Cape Lecuwin | -0.74 | -0.81 | -1.26 | -1.19 | -3.93 |
| 9741 | Albany | -0.96 | 0.41 | 0.23 | -1.43 | -1.68 |
| 9789 | Esperame | -0.82 | -0.39 | -1.48 | -1.25 | -3.88 |
| 10035 | C'maderdin | -1.15 | -1.04 | -1.23 | -0.39 | -3.96 |
| 10648 | Wandering | -1.44 | -0.67 | -1.39 | -1.30 | -4.86 |
| 11052 | Forrest | 0.34 | 0.15 | 0.67 | -0.61 | 0.35 |
| 12038 | Kalgoorlic | -0.86 | -0.94 | -1.05 | -0.33 | -3.29 |
| 13017 | Gilles | -0.23 | -0.64 | 1.47 | 0.17 | 0.69 |
| 14015 | Darwin Airport | -0.06 | -1.25 | -1.01 | -0.67 | -3.74 |
| 14825 | Victoria River Downs* | -1.63 | -1.48 | 0.23 | -0.41 | -2.37 |
| 15135 | Temant Creek | -0.60 | -1.03 | -0.6.5 | -0.83 | -3.23 |
| 15548 | Rabbill lat* | -2.11 | -2.07 | 2.91 | 0.11 | -0.66 |
| 15590 | Alice Springs | -0.64 | -0.30 | -0.59 | -0.36 | -1.91 |
| 16001 | Wownera | -0.75 | -0.07 | -0.25 | -0.09 | -1.52 |
| 16044 | Tatroora | -0.18 | -0.50 | -0.81 | -0.82 | -2.30 |
| 17031 | Marree | -1.53 | -1. 10 | -1.61 | -1.10 | -5.28 |
| 17043 | Oodnadalta | -0.44 | 0.01 | 0.24 | -0.30 | -0.30 |
| 18012 | Ceduma | -1.60 | -1.27 | -1.04 | -1.83 | -5.47 |
| 18070 | Port Limeona | -0.73 | -1.01 | -1.25 | -1.50 | -4.83 |
| 21046 | Sinswtown | 0.27 | 0.27 | -0.24 | -1.18 | -0.63 |
| 22801 | Cape Borda | -0.51 | -0.04 | -0.52 | -1.12 | -2.35 |
| 23090 | Adelaide RO | -0.30 | 0.22 | 0.69 | -1.22 | -0.54 |
| 23.373 | Nurioompa | -0.94 | -1.03 | -1.08 | -2.27 | -5.54 |
| 26021 | Mornt Gambitr | -0.88 | -0.95 | -1.08 | -2.19 | -4.87 |
| 26026 | Rohe | $-1.74$ | -0.20 | -0.59 | -0.97 | -3.54 |
| 27022 | Thursday Istared | -0.23 | -0.30 | -0.30 | -1.53 | -2.44 |
| 2704.5 | Weipa | 1.69 | -1.07 | -0.09 | -0.39 | -0.12 |
| 280044 | Palmerville | -1.73 | -2.01 | -0.07 | 0.17 | -4.05 |
| 29004 | Burketown | -1.68 | -2.49 | -2.92 | -1.76 | -8.47 |
| 30045 | Richmond | -0.59 | -0.50 | -0.68 | $-1.03$ | -2.61 |
| 31011 | Cairns | -1.06 | -1.14 | -1.49 | -1.04 | -4.77 |
| 32040 | Townsville | -0.99 | -1.34 | -1.71 | -1.44 | -5.51 |
| 33119 | Mackay MO | -0.81 | -1.16 | -1.80 | -1.70 | -5.56 |
| 34084 | Charters Towers | -1.41 | -1.31 | -1.08 | -0.04 | -3.69 |
| 36007 | Barcaldine | 0.06 | 0.06 | -0.92 | -1.75 | -2.64 |
| 36031 | Lomgreach | -0.55 | -1.24 | -0.59 | -1.03 | -3.20 |
| 37010 | Camooweal | -0.63 | 2.01 | 0.97 | -0.21 | 2.07 |
| 38002 | Birdsville | -0.26 | 1.14 | -0.44 | -0.50 | -0.19 |
| 38003 | Boulia | -0.42 | 0.88 | 0.39 | -0.71 | 0.04 |
| 39039 | Gayndah | -0.70 | 0.25 | -1.26 | -0.38 | -2.16 |
| 39083 | Rockhampton | -0.74 | -0.92 | -1.05 | -1.47 | -4.24 |

Table 7．1h（cont．）．Trends in frequency of minima below $5^{\text {th }}$ percentile， $1957-96$

| Station number | Station name | Trend（dyysdectake） |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autuma | Wimer | Anatit |
| 39128 | Bundaberg | －0．58 | －1．03 | －1．02 | 1.11 | ［16 |
| 40004 | Amberley | －0．43 | －0．11 | －0．40 | 16.4 146 | $14 \%$ |
| 40223 | Brisbane Airport | －0．94 | －1．56 | －1．44 | 1.19 <br> 14 | 4 \％ |
| 40264 | Tewantin | －2．68 | －1．84 | －1．77 | $\cdots$ | 1191 |
| 42023 | Miles | －0．34 | 0.23 | 0.22 | 11.3 | 119 |
| 43109 | St．George | －0．56 | －0．50 | 0.00 | （1．84） | 1 t |
| 44021 | Charieville | －0．92 | －0．56 | －0．4） | 1.4 | （6） |
| 45017 | Thargomindah | －0．58 | －1．37 | －0．09 | 6 6 | $\therefore ?$ |
| 46037 | Tibooburra | －0．58 | －0．12 | －1．20 |  | 184 |
| 46043 | Witcannia | 0.64 | 1.50 | 1.07 | 0．16 | 4.4 |
| 48027 | Cobar | －1．46 | 0.54 | －0）． 39 | 1.14 | $\therefore 1$ |
| 48239 | Bourke | －0．55 | －0．36 | －0．68 | 10 | $\because{ }^{\prime \prime}$ |
| 52088 | Walgett | －1．18 | 0.04 | －0．01 | 11.68 | $\therefore 11$ |
| 53048 | Moree | －1．80 | －0．58 | －1．39 | $1 . \mathrm{k}$ | $9:$ |
| 55024 | Gunnedah Soil Cons | －0．92 | －0．46 | －19．46 | 11.2 | （11． |
| 56017 | Inverell PO | －0．88 | －0．60 | －0．2．3 | $1 \mathrm{k} /$ | is |
| 58012 | Yamba | －0．79 | －0．48 | －0．46 | 0.11 | $\therefore 1$ |
| 59040 | Coffs Harbour | －0．77 | －1．64 | －1．68 | 1.4 | 41 |
| 60026 | Port Macquarie | －1．36 | －1．53 | －1．7． | 1.11 | ＇${ }^{1}$ |
| 61078 | Williamtown | －1．58 | －0．16 | －0．78 | $\therefore \mathrm{fr}$ | $44^{\circ}$ |
| 61089 | Scone Soil Cons | 0.43 | 0.68 | －10．46 | 010.4 | 116， |
| 63005 | Bathurst ARS | 0.15 | 0.97 | 0.718 | 1 18 | 195 |
| 65012 | Dubbo | 0.01 | 0.48 | 0.77 | 11. | 131 |
| 66062 | Sydney RO | －0．24 | －0．49 | －0．46 | （1）．4 | 14 |
| 67105 | Richmond | 0.97 | 0.04 | 0.4 .4 | 10.76 | ＂11 |
| 68034 | Jervis Bay | －0．17 | 0.38 | 0.05 | 11．46 | $11 \%$ |
| 68076 | Nowra | 0.85 | 0.18 | 0．08 | 10.10 | 114 |
| 69018 | Moruya Heads | －0．51 | 0.38 | ． 19.75 | 11．01 | けい |
| 70014 | Canberra Airport | －0．67 | －0．57 | 1.29 | $1 \square$ | ＇${ }^{\text {！}}$＇ |
| 72150 | Wagga Wagga | －0．58 | 0.72 | ． 0.61 | \｜S｜ | 111： |
| 72161 | Cabramurra | －0．08 | －1，02 | －0，09 | （1） 10 | 11） 11 |
| 73054 | Wyatong | －0．17 | －0． 3.5 | －17．52 | 111.1 | $16^{\circ}$ |
| 74128 | Deniliguin | －0．18 | $-7.46$ | （1）． 20 | $10 \%$ | いい |
| 76031 | Mildura | －1．27 | －1．67 | －1．17 7 | 10\％ | 418 |
| 78031 | Nhill | －0．01 | 1.26 | 0．+3 | （10） | $11 \%$ |
| 80023 | Kerang | 0.27 | －0．16 | 0．0．8 | 0.10 | 11．＇3 |
| 82039 | Rutherglen | －0．18 | 1.07 | 0．8．60 | 11．19 | 1 ＇11 |
| 84016 | Gubo Island | 0.12 | 0.03 | （1）．1 | （1）31 | $11{ }^{\circ}$ |
| 81030 | Orbost | 0.26 | 0.37 | 0.88 | 1， 1.1 .4 | $\therefore 11$ |
| 85072 | Sale | 0.36 | －1．04 | －0．54 | 11．6．3 | （1）${ }^{1}$ |
| 85096 | Wilsons Promontory | －0．91 | $-1.23$ | －1．8．5 | 119．4 | － |
| 87031 | Melbourne RO Liverton | -0.83 0.20 | －0．56 | －0．6\％ | （1）． R ． | $\therefore$ 20 |
| 90015 | Liverton Cape Otway | 0.20 -0.00 | －0．68 | $-9.68$ | －11．20 | 119\％ |
| 91057 | Low Head | －0．78 | 0.55 1.47 | －1．50 | －0．7．9 | 244 |
| 91104 | Launceston AP | －1．24 | 1.47 | 0.07 | －0，0 | 0.6 .1 |
| 92045 | Eddystone Point | -1.24 -1.31 | -1.41 -0.46 | -0.62 -0.90 | －0．7．4 | 1.77 |
| 94010 | Cape Bruny | －1．22 | -0.46 -0.61 | －0．90 | －0．52 | 1.76 |
| 94029 | Hobart RO | －1．27 | －0．61 | -1.05 -1.16 | －0，55 | －3．$\%$ |
| 94069 | Grove | －0．76 | －0．69 | -1.16 -0.99 | －1．3．3 | 3， 47 |
| －96003 | Butlers Gorge |  | -0.08 -0.02 | -0.99 -0.26 | －0．60 | －7．55 |
| ＊denote | ation with less th | 0.42 | －0．02 | －0．26 | 0.48 | 0.62 |

Table 7.2a. Trends in frequency of maxima above $30^{\circ} \mathrm{C}$, $1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean <br> annual <br> days $>30^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 1021 | Kalumburu |  | 0.28 | 1.52 | 1.58 | 3.11 | 339.9 |
| 2012 | I Ialls Creek |  | -0.22 | -1.23 | -0.27 | -2.25 | 279.9 |
| 3003 | Broome | 0.40 | 0.14 | 1.47 | 4.27 | 6.27 | 273.2 |
| 4032 | Port Ifedland | 0.14 |  | 0.56 | 1.62 | 2.46 | 263.9 |
| 5007 | L.earmontl | 4.38 |  | 2.78 |  | 10.78 | 212.7 |
| 5026 | Withenomm | 1.38 |  | 0.52 | 0.74 | 1.87 | 234.2 |
| 601 I | Cornarvon | -1.99 | 0.53 | 2.56 |  | 1.14 | 94.3 |
| 7045 | Mcekatharra | 0.11 | 0.45 | 0.84 |  | 0.54 | 168.8 |
| 8039 | Dalwallinu | -0.11 | -0.15 | 0.75 |  | 0.42 | 120.4 |
| 8051 | Geraidton | -0.08 | -0.02 | 1.88 |  | 1.76 | 81.1 |
| 9021 | Perth Airport | 0.02 | 0.93 | 1.33 |  | 1.82 | 72.0 |
| 9518 | Cape Lecuwin |  | 0.20 |  |  | 0.26 | 3.5 |
| 9741 | Albany |  | -1.86 | 0.73 |  | -1.99 | 18.3 |
| 9789 | Esperance | -0.26 | -3.25 | -1.05 |  | -4.59 | 37.4 |
| 10035 | Cunderdin | 0.36 | 0.29 | 1.30 |  | 1.60 | 97.7 |
| 10648 | Wandering | -0.57 | -1.62 | 0.12 |  | -2.00 | 75.8 |
| 11052 | Forrest | -0.16 | -0.42 | 0.08 |  | -0.30 | 98.2 |
| 12038 | Kalgoorlic | 0.03 | -0.02 | -0.23 |  | -0.39 | 103.9 |
| 13017 | Giles | 1.65 | 0.02 | -0.29 |  | 1.59 | 182.9 |
| 14015 | Darwin Airport |  | 1.19 | 1.01 | 2.56 | 4.50 | 320.2 |
| 14825 | Victoria R. Downs* |  |  | 0.3 .5 | 3.81 | 8.39 | 305.5 |
| 15135 | Temmant Creek | 0.26 |  | -0.41 | 1.36 | 1.40 | 234.4 |
| 15548 | Rabbil Ifal* | 2.26 | -0.11 | 5.17 | 4.68 | 10.91 | 259.3 |
| 15590 | Alice Springs | 1.52 | 0.48 | -0.09 |  | 2.67 | 172.6 |
| 16001 | Woomeral | -0.97 | -3.41 | -2.78 |  | -8.75 | 117.1 |
| 16044 | Tarcoola | 0.93 | 0.29 | 0.49 |  | 2.34 | 129.2 |
| 17031 | Marree | 0.84 | 0.89 | -1.27 |  | 0.46 | 164.0 |
| 17043 | \| Oornadatta | 0.90 | 0.22 | 0.22 |  | 0.05 | 165.1 |
| 18012 | - Cellumar | -0.13 | -0.13 | -0.31 |  | -0.66 | 60.7 |
| 18070 | Prat lincoln | -0.10 | 0.03 | -0.23 |  | -0.28 | 21.1 |
| 21040 | Snowtown | 0.55 | 1.67 | 0.14 |  | 0.60 | 71.5 |
| 22801 | I 'ape Burda |  | -0.46 |  |  | -0.34 | 9.6 |
| 23090 | Adelaide RO | 0.06 | 0.95 | 0.33 |  | 1.06 | 50.5 |
| 23,373 | Nuriootpa | -0.11 | -0.10 | 0.74 |  | 0.62 | 48.8 |
| 26021 | Mi Cambier | -0.22 | -0.19 | 0.25 |  | -0.37 | 25.0 |
| 26026 | Rube |  | -0.35 |  |  | -0.14 | 7.0 |
| 27022 | Thursday Island | 4.97 | 3.72 | 3.47 |  | 12.42 | 128.1 |
| 27045 | I Weijur |  | 2.12 | 1.23 | $-1.40$ | 2.91 | 322.4 |
| 28004 | Palmervilie |  | 0.68 | 0.81 | 1.79 | 3.21 | 318.5 |
| 29004 | Burketown | -0.84 | -0.51 | 1.58 | -1.81 | 0.38 | 285.2 |
| 30045 | Richmond | -0.17 | -0.26 | 2.95 | 0.06 | 3.10 | 261.6 |
| 31011 | Cairns | 2.38 | -0.18 | 1.39 |  | 3.61 | 142.4 |
| 32040 | Townsville | 2.42 | 3.14 | 7.75 |  | 13.42 | 142.7 |
| 33119 | Mackay MO | 3.54 | 6.74 | 1.42 |  | 12.13 | 57.8 |
| 34084 | Charters Towers | 0.16 | 2.25 | 3.91 | 0.03 | 6.88 | 192.5 |
| 36007 | Barcaidine | -0.04 | 0.42 | 2.65 |  | 2.33 | 196.9 |
| 36031 | Longreach | -0.29 |  | 0.97 | -0.12 | 0.38 | 217.1 |
| 37010 | Camooweal | 0.28 |  | 0.19 | 3.35 | 3.88 | 259.5 |
| 38002 | Birdsville | 0.89 | 0.19 | -0.59 | 1.34 | 2.01 | 197.4 |
| 38003 | Boulia | 0.87 |  | 1.81 | 1.22 | 3.40 | 215.9 |

Table 7.2a (cont.). Trends in frequency of maxima above $30^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mcan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Wituer | Annual | annual days $>30^{\circ} \mathrm{C}$ |
| 39039 | Gayndah | 2.67 | 2.85 | 1.94 |  | 7.25 | 134.1 |
| 39083 | Rockhampton | 1.30 | 3.78 | 0.97 |  | 5.82 | 131.9 |
| 39128 | Bundaberg | 0.64 | 4.99 | 1.17 |  | $6.3 \%$ | 49.6 |
| 40004 | Amberley | 1.97 | 1.70 | -0.16 |  | 3.4.3 | 90.4 |
| 40223 | Brisbane Airport | 0.24 | -1.33 | -1.05 |  | $-2.0 .5$ | 36.5 |
| 40264 | Tewantin | 1.65 | 4.27 | -0.36 |  | 5.1 .3 | 35.1 |
| 42023 | Miles | 1.47 | 3.27 | 1.55 |  | 5.95 | 127.9 |
| 43109 | St. George | 1.39 | 0.27 | 0.02 |  | 2.12 | 148.3 |
| 44021 | Charleville | 0.08 | 0.47 | 0.93 |  | 2.35 | 155.3 |
| 45017 | Thargornindah | 0.32 | 0.91 | 2.52 |  | 4.06 | 164.7 |
| 46037 | Tibooburra | 0.83 | 0.91 | -0.96 |  | (0.) $\mathrm{R}^{\prime}$ | 145.3 |
| 46043 | Wilcannia | 0.38 | 0.84 | -1.02 |  | 0.31 | 128.6 |
| 48027 | Colar | -0.04 | -1.40 | -0.74 |  | -2.17 | 108.2 |
| 48239 | Bourke | 0.69 | 1.45 | -0.26 |  | 2.23 | 141.7 |
| 52088 | Walgett | -0.17 | 0.65 | 0.42 |  | 0.08 | 1.36 .2 |
| 53048 | Moree | 0.71 | 0.80 | -0.51 |  | 1.14 | 115.5 |
| 55024 | Gumedah Soil Cons | 0.03 | 1.59 | -1.42 |  | -0.4) | 88.0 |
| 56017 | Inverell PO | 0.61 | 3.36 | (1)20 |  | 3.49 | 60.6 |
| 58012 | Yamba |  | 0.19 |  |  | 1.01 | 6.3 |
| 59040 | Coffs Harbour | 0.22 | 0. 060 |  |  | 0.11 | 13.1 |
| 61078 | Williamtown | 0.43 | 1.02 | -19.42 |  | 1.22 | 36.5 |
| 61089 | Scone Soil Cons | -1.30 | 1.16 | $-2.82$ |  | -3.6.3 | 66.0 |
| 63005 | Bathurst ARS |  | 1.26 |  |  | 0.86, | 29.4 |
| 65012 | Dubbo | -0.81 | 0.15 | -0.13 |  | -1.1] | 87.3 |
| 66062 | Sydney RO | -0.42 | -(9.0) 3 | -(0.5.5 |  | 1.00 | 15.0 |
| 67105 | Richomond | -0.2.3 | -0.14 | 0.75 |  | 0.46 | 55.0 |
| 68034 | Jervis Bay |  | 03.3 |  |  | -0.48 | 6.8 |
| 68076 | Nowa | ${ }^{6.14}$ | 0.107 | 0.42 |  | 0.01 | 23.1 |
| 69018 | Moruyaltad, |  | 0.08 |  |  | 0.115 | 6.5 |
| 70014 | - Cantera Aisport |  | (0.50) |  |  | 13.15 | 20.4 |
| 72150 | Wagei Wagei | -0.6.7 | 1.14 | -0. 161 |  | . 10.117 | 64.2 |
| 73054 | Wyaleng | -0.28 | -1.22 | -1. $\mathrm{x}=$ |  | -1.34 | 80.2 |
| 74128 | Denilicuuin | -0.29 | - 0.28 | 0.6 .3 |  | 0.65 | 70.0 |
| 76031 | Mildura | -0.82 | 0.0 .21 | -0.51 |  | 1.39 | 81.7 |
| 78031 | Nutidl | 0.1.4 | -0. 24 | 0.97 |  | 1.02 | 52.3 |
| 80023 | Kerang | -0.08 | 10.15 | 0.17 |  | (1.21 | 68.6 |
| 82030 | Ruthergen | -0.08 | -3.6.5 | $-1.05$ |  | -4.74 | 62.2 |
| 84030 | Orbost | 0.25 | -0.65 | -0.77 |  | -1.67 | 25.3 |
| 85072 | Sille | -0.27 | -0.58 | -0.60 |  | -1.50 | 19.5 |
| 85096 | Wilsuns Promontory |  | -0.26 |  |  | -0.45 | 5.4 |
| 86071 | Melbourne RO | -0.0.3 | -1.32 | -0.14 |  | -1.69 | 30.5 |
| 87031 | Laverion | 0.11 | -1.90 | -0.6.3 |  | -2.61 | 27.9 |
| 90015 | Cape Otway |  | -0.30 |  |  | -0.21 | 8.8 |
| 91104 | Launceston AP |  | -0.53 |  |  | -0.54 | 3.6 |
| 94029 | Hobart RO |  | 0.03 |  |  | 0.11 | 6.2 |
| 94069 | Grove |  | -0,66 |  |  | -0.3.3 | 7.0 |

Stations not listed failed to meet the criteria for a trend to be calculated (see text) in any seatson or annually.

Table 7.2b. Trends in frequency of maxima above $35^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean <br> annual <br> days <br> $>35^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 1021 | Kalumburu | -1.33 | 1.98 | 9.55 | 1.02 | I1.90 | 139.7 |
| 2012 | Halls Creek | -0.51 | -1.74 | -3.29 |  | -6.18 | 165.5 |
| 3003 | Broome | 1.08 | -0.40 | 1.47 |  | 2.00 | 55.4 |
| 4032 | Port Hedland | -0.14 | 0.71 | 0.89 |  | 1.29 | 136.8 |
| 5007 | Learmonth | 2.55 | -6.26 | 3.61 |  | 0.08 | 114.7 |
| 5026 | Wittenoom | 1.49 | 0.53 | -1.04 |  | -0.02 | 161.8 |
| 6011 | Camarvon | -0.32 | 0.19 | -0.42 |  | -0.55 | 29.5 |
| 7045 | Meekatharra | 0.19 | 1.66 | -0.74 |  | -0.05 | 99.6 |
| 8039 | Dalwallinu | -0.27 | -0.26 | 0.06 |  | -0.35 | 55.6 |
| 8051 | Geraldton | -0.19 | 0.06 | 0.86 |  | 0.70 | 37.0 |
| 9021 | Perth Airport |  | 0.83 | 0.20 |  | 0.53 | 26.5 |
| 9741 | Albany |  | -0.85 |  |  | -1.16 | 5.4 |
| 9789 | Esperance | 0.05 | -1.06 | -0.61 |  | -1.68 | 13.7 |
| 10035 | Cunderdin | -0.52 | -0.25 | 0.12 |  | 0.93 | 41.9 |
| 10648 | Wandering |  | -0.71 | 0.31 |  | -0.77 | 26.0 |
| 11052 | larrest | 0.25 | -0.07 | 0.64 |  | 0.77 | 40.4 |
| 12038 | Kalgoorlie | -0.02 | 0.64 | 0.34 |  | 0.64 | 41.3 |
| 13017 | Giles | 0.72 | 1.19 | 0.02 |  | 2.08 | 102.6 |
| 14015 | Darwin Airport | -0.03 |  |  |  | 0.14 | 9.9 |
| 14825 | Victorial R. Duswns* | -1.60 | 5.46 | 3.36 | -0.92 | 7.33 | 174.6 |
| 15135 | Temmant Creek | 3.19 | -0.72 | -1.42 |  | 1.10 | 130.0 |
| 15548 | Rabbit I'lat* | 9.17 | 2.41 | 5.98 |  | 17.55 | 10.37 |
| 15590 | Alice Springs | 0.79 | 0.71 | 0.49 |  | 2.24 | 89.1 |
| 16000 | Woomera | -0.20 | -1.19 | 1.17 |  | -1.38 | 53.1 |
| 16044 | Tarcoola | 1.24 | 1.63 | 1.26 |  | 4.41 | 64.3 |
| 17031 | Maree | 0.55 | 0.59 | -0.12 |  | 0.86 | 94.6 |
| 1704.3 | Oodnadilta | 2.03 | 1.12 | -0.08 |  | 1.08 | 94.8 |
| 18012 | Ceduma | -0.20 | -0.38 | 0.07 |  | -0.66 | 29.2 |
| 18070 | Port Lincoln |  | -0.40 |  |  | -0.3.3 | 5.8 |
| 21046 | Snewlown | -0.07 | -1.20 |  |  | -0.84 | 31.5 |
| 2.3000 | Adelade RO |  | -0.22 |  |  | -0.05 | 16.5 |
| 23373 | Nurieorpa |  | 0.19 |  |  | 0.68 | 15.0 |
| 20021 | Mt Gambier |  | -0.24 |  |  | -0.11 | 7.8 |
| 27045 | Weipa | 1.56 | -1.38 |  |  | -0.89 | 56.0 |
| 28004 | Palmerville | 2.75 | 4.60 |  |  | 8.40 | 92.6 |
| $2900 \cdot 4$ | [3urketown | -1.28 | 0.68 | -1.33 |  | -0.49 | 100.7 |
| 30045 | Richmend | 0.44 | 0.25 | 2.70 |  | 4.07 | 145.7 |
| 31011 | Cairns |  | 0.57 |  |  | 0.79 | 3.6 |
| 32040 | Townsville |  |  |  |  | 1.07 | 3.6 |
| 34084 | Chaters Towers | 0.70 | 5.46 |  |  | 7.38 | 48.5 |
| 36007 | Barcaldine | 2.08 | 4.63 | 1.96 |  | 8.22 | 87.4 |
| 36031 | Longreach | 0.27 | 0.03 | 0.40 |  | 0.67 | 116.6 |
| 37010 | Camooweal | 1.53 | -0.90 | 1.48 |  | 2.99 | 158.2 |
| 38002 | Birdsville | 0.66 | 1.67 | $-0.62$ |  | 1.56 | 122.6 |
| 38003 | Boulia | -0.42 | -1.12 | 0.47 |  | -0.61 | 133.1 |
| 39039 | Gayndian | 0.76 | 2.96 |  |  | 4.15 | 20.4 |
| 39083 | Rockhampton | 0.50 | 0.93 |  |  | 1.67 | 16.2 |
| 40004 | Amberley <br> Tewantin |  | 0.43 |  |  | 1.52 0.12 | 11.5 2.6 |
| 40264 | Tewantin |  |  |  |  | 0.12 | 2.6 |

Table 7.2b (cont.). Trends in frequency of maxima above $35^{\circ} \mathrm{C}$, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean annual dalys $>35^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 42023 | Miles | -0.09 | 2.57 | -0.20 |  | 1.74 | 31.2 |
| 43109 | St. George | -0.20 | 0.76 | -0.66 |  | 0.30 | 54.4 |
| 44021 | Charleville | -0.33 | 3.17 | 0.53 |  | 3.81 | 63.5 |
| 45017 | Thargomindah | 0.02 | 1.97 | -0.97 |  | 0.46 | 91.2 |
| 46037 | Tibooburra | 0.75 | 1.60 | 0.21 |  | 2.42 | 71.6 |
| 46043 | Wilcannia | -0.83 | 0.41 | 0.26 |  | -0.08 | 62.2 |
| 48027 | Cobar | -0.72 | 0.53 |  |  | -0.21 | 39.7 |
| 48239 | Bourke | -0.25 | 2.59 | 0.03 |  | 2.49 | 62.0 |
| 52088 | Walgett | -0.72 | 2.28 | 0.00 |  | 0.42 | 55.1 |
| 53048 | Moree | -0.84 | 0.40 |  |  | -0.46 | 28.5 |
| 55024 | Gunnedah Soil Cons |  | -0.41 |  |  | -1.07 | 19.1 |
| 56017 | Inverell PO |  |  |  |  | 0.70 | 5.3 |
| 61078 | Williantown |  | 0.68 |  |  | 0.44 | 8.4 |
| 61089 | Scone Soil Cons |  | -1.45 |  |  | -1.61 | 16.1 |
| 65012 | Dubbo |  | 0.23 |  |  | -0.16 | 24.9 |
| 66062 | Sydney RO |  | 0.18 |  |  | 0.16 | 3.3 |
| 67105 | Richmond |  | 0.60 |  |  | 0.78 | 12.0 |
| 68076 | Nowra |  | -1.39 |  |  | -1.81 | 6.8 |
| 70014 | Canberra Airport |  | 0.21 |  |  | 0.11 | 4.7 |
| 72150 | Wagga Wagga |  | 0.29 |  |  | 0.03 | 18.2 |
| 73054 | Wyalong |  | -0.54 |  |  | -0.43 | 26.0 |
| 74128 | Deniliquin |  | -0.35 |  |  | 0.28 | 23.1 |
| 76031 | Mildura | -0.59 | -1.38 | 0.19 |  | -2.1.3 | 33.1 |
| 78031 | Nhill |  | -0.32 |  |  | 0.22 | 17.0 |
| 80023 | Kerang |  | -1.35 |  |  | -0.85 | 22.4 |
| 82039 | Rutherglen |  | -1.01 |  |  | -0.68 | 16.1 |
| 84030 | Orbost |  | -0.34 |  |  | -0.86 | 7.0 |
| 85072 | Sille |  | 0.14 |  |  | -0.24 | 4.7 |
| 86071 | Melbourne R0) |  | -0.71 |  |  | -0.68 | 9.1 |
| 87031 | Lavertun |  | -0.97 |  |  | -0.81 | 9.0 |
| 90015 | Cape Otway |  |  |  |  | 0.04 | 2.2 |

Sations not listed failed to meet the eriteria fin a trend to be catculated (see text) in any season or annually.

Table 7.2c. Trends in frequency of maxima above $40^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean anmual days $>40^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 1021 | Kalumburu |  |  |  |  | -0.72 | 3.2 |
| 2012 | Halls Creek | -1.89 | -3.61 |  |  | -5.52 | 35.6 |
| 3003 | Broome |  |  |  |  | 0.31 | 2.7 |
| 4032 | Portiledand | 0.01 | -0,08 | 0.86 |  | 0.57 | 29.8 |
| 5007 | Learmonth |  | -2.98 | -0.07 |  | -0.46 | 27.7 |
| 5026 | Wittenomn | 0.35 | 3.19 |  |  | 2.61 | 57.8 |
| 6011 | Carnarvon |  | -0.73 |  |  | -0.79 | 7.7 |
| 7045 | Meekatharma |  | 1.83 |  |  | 1.92 | 27.8 |
| 8039 | Dalwallinu |  | 0.02 |  |  | 0.10 | 11.3 |
| 8051 | Gerabdton |  | 0.35 |  |  | 0.13 | 10.2 |
| 9021 | Perth Nirport |  | 0.33 |  |  | 0.05 | 4.0 |
| 9789 | Esperance |  | -0.72 |  |  | -1.06 | 4.3 |
| 10035 | Cunderdin |  | 0.14 |  |  | 0.32 | 8.2 |
| 10648 | Wandering |  | -0.39 |  |  | -0.28 | 3.9 |
| 11052 | Forrest | -0.07 | 0.27 |  |  | 0.19 | 11.3 |
| 12038 | Kalgoorlic |  | 0.22 |  |  | 0.30 | 8.4 |
| 13017 | Giles |  | 1.54 |  |  | 2.62 | 18.2 |
| 14825 | Victoria R. Downs* | -1.12 | -2.39 |  |  | -4.17 | 27.8 |
| 15135 | Temant Creek | 0.48 | 1.01 |  |  | 1.64 | 20.5 |
| 15.548 | Rabhit Flat* | 6.51 | 7.97 |  |  | 16.44 | 53.0 |
| 15590 | Alice Springs |  | 1.97 |  |  | 2.46 | 15.6 |
| 16001 | Wormera |  | -0.16 |  |  | -0.36 | 12.4 |
| 16044 | Tearcoola | 0.21 | 1.74 |  |  | 2.75 | 20.2 |
| 17031 | Marree | -0.82 | 1.89 |  |  | 1.31 | 35.0 |
| 17043 | Oodnadata | 0.65 | 1.61 |  |  | 1.14 | 31.7 |
| 18012 | Ceduna |  | 0.05 |  |  | -0.07 | 8.6 |
| 21046 | Snewtown |  | -0.89 |  |  | -1.16 | 0.7 |
| 23090 | Adeladero |  |  |  |  | 0.08 | 2.0 |
| 29004 | Burketown |  | -0.73 |  |  | -0.52 | 5.2 |
| 3004.5 | Richomend | -1.07 | 0.76 |  |  | 0.22 | 26.2 |
| 360007 | Barcaldine |  | 0.73 |  |  | 0.77 | 9.0 |
| 360531 | 1.ongratch | -1.02 | -0.35 |  |  | -1.35 | 23.0 |
| 37010 | ( amooweal | 1.11 | 2.54 |  |  | 3.20 | 38.8 |
| 38002 | Birdsville | 0.12 | 1.64 |  |  | 1.42 | 44.9 |
| 3800.3 | Buulial | 0.07 | 2.46 |  |  | 2.45 | 34.1 |
| 43109 | St. George |  | -0.22 |  |  | 0.14 | 5.0 |
| $4+021$ | Charleville |  |  |  |  | 0.72 | 5.7 |
| 45017 | Thargomindal | -0.90 | 1.94 |  |  | 0.32 | 23.9 |
| 46037 | Tibooburra | -0.58 | 1.91 |  |  | 1.48 | 17.4 |
| 4004.3 | Wilcanmia |  | -0.58 |  |  | -1.17 | 16.7 |
| 48027 | Cobar |  | 0.14 |  |  | -0.21 | 5.5 |
| 48239 | Bourke |  | 1.03 |  |  | 0.98 | 10.8 |
| 52088 | Walgett |  | 0.01 |  |  | -0.27 | 8.2 |
| 74128 | Deniliquin |  | 0.33 |  |  | 0.45 | 3.4 |
| 76031 | Mildura |  | -0.55 |  |  | -0.82 | 6.2 |
| 78031 | Nhill |  | 0.21 |  |  | 0.08 | 2.6 |
| 80023 | Kerang PO |  | 0.12 |  |  | 0.13 | 3.8 |

Stations not listed failed to meet the criteria for a trend to be calculated (see text) in any seatson or annually.

Table 7.2d. Trends in frequency of minima above $20^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean annual days$\geq 20^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autuma | Winter | Annual |  |
| 1021 | Kalumburu | 4.55 |  | 1.62 | 0.05 | 7.74 | 232.2 |
| 2012 | Halls Creek | 1.13 |  | -1.90 | -1.34 | -1.81 | 221.1 |
| 3003 | Broome | 2.20 |  | -0.30 | -0.39 | 1.90 | 218.1 |
| 4032 | Port Hediand | 2.74 |  | 3.23 |  | 6.38 | 170.7 |
| 5007 | Leammenth | -0.14 | $-5.03$ | 1.27 |  | 2.97 | 129.9 |
| 5026 | Wittenoom | 0.85 |  | 1.03 |  | 1.56 | 190.6 |
| 6011 | Carnarvon | 2.34 | 1.10 | 1.60 |  | 5.25 | 122.7 |
| 7045 | Meckatharra | -0.49 | -0.13 | 0.50 |  | -1.36 | 120.0 |
| 8039 | Dalwallinu |  | 0.80 | 0.38 |  | 1.06 | 28.5 |
| 8051 | Geralden |  | -1.50 | 1.07 |  | -0.69 | 36.8 |
| 9021 | Perth Airport |  | 1.32 |  |  | 2.64 | 20.2 |
| 9518 | Cape Lecuwin |  | 0.04 |  |  | 0.01 | 6.4 |
| 9789 | Esperance |  | 0.60 |  |  | 0.86 | 4.2 |
| 10035 | Cunderdin |  | 0.21 | 0.03 |  | 0.19 | 15.1 |
| 10648 | Wandering |  | -0.55 |  |  | -0.43 | 4.7 |
| 11052 | Forrest |  | 0.64 |  |  | 1.39 | 8.4 |
| 12038 | Kalgoortie | 0.35 | 1.25 | 0.92 |  | 2.26 | 28.1 |
| 13017 | Giles | -1.42 | 0.65 | -0.17 |  | -0.78 | 121.9 |
| 14015 | Darwin Aiport |  |  |  | 3.16 | 4.98 | 316.5 |
| 14825 | Victoria R. Downs* | 2.03 |  | 5.76 |  | 11.54 | 187.5 |
| 15135 | Temant Creek | 1.27 |  | 1.47 |  | 4.95 | 200.0 |
| 15548 | Rabhit Flalu* | 1.58 | 5.82 | -1.46 |  | 4.61 | 133.3 |
| 15590 | Alice Springs | 1.57 | 4.44 | 1.02 |  | 7.40 | 68.6 |
| 16001 | Wommera | 0.55 | -2.30 | -0.39 |  | -2.35 | 49.3 |
| 16044 | Tareorla | -0.36 | 0.05 | 0.58 |  | 0.83 | 30.1 |
| 17031 | Marree | 0.45 | 1.23 | 0.71 |  | 3.10 | 70.1 |
| 1704.3 | Oodnaditia | -2.47 | 0.28 | 1.56 |  | -2.47 | 89.5 |
| 18012 | Cedumi |  | -0.57 |  |  | -0.06 | 11.8 |
| 18070 | Pont Lincoly |  | 0.05 |  |  | 0.23 | 4.7 |
| 21046 | Smowlown |  | 0.21 |  |  | -0.05 | 11.9 |
| 22801 | ( ape Borda |  | -0.14 |  |  | 0.08 | 7.2 |
| 23090 | Aclelaide RO | 0.48 | 0.34 | 0.91 |  | 1.57 | 22.8 |
| 23373 | Nuriontpa |  | 0.37 |  |  | 0.80 | 6.9 |
| 27045 | Weipa | -3.40 |  | 0.12 | -0.45 | -3.53 | 276.0 |
| 28004 | Itamerville | 4.18 |  | 2.93 | -0.02 | 9.20 | 187.6 |
| 29004 | Burkelown | 3.99 |  | 6.22 | 0.95 |  | 213.7 |
| 3004.5 | Richmond | 2.61 | 1.55 | 1.07 |  | 5.18 | 138.6 |
| 31011 | Cairns | 4.72 |  | 5.57 | 3.56 | 14.41 | 224.6 |
| . 32040 | Townsville | 3.93 |  | 5.36 | 1.55 | 11.54 | 208.5 |
| 33119 | Mackay MO | 0.88 | 1.15 | 3.72 |  | 6.30 | 179.5 |
| 34084 | Charters Towers | 1.88 | 1.50 | 2.39 |  | 5.60 | 144.1 |
| 36007 | Barcaldine | 2.02 | 0.01 | I. 71 |  | 4.63 | 140.1 |
| 36031 | Longread | 0.53 | 3.41 | 2.13 |  | 6.94 | 117.4 |
| 37010 | Canooweal | 2.12 | -2.40 | -2.28 |  | -1.76 | 168.4 |
| 38002 | Birdsville | 0.61 | -1.14 | -0.50 |  | -1.36 | 117.3 |
| 38003 | Boulia | -0.41 | -0.64 | -0.29 |  | -1.38 | 153.9 |

Table 7.2d (cont.). Trends in frequency of minima above $20^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean <br> annual <br> days <br> $>20^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 39039 | Gayndah | 1.39 | 2.87 | 0.71 |  | 4.80 | 72.2 |
| 39083 | Rockhampton | 0.81 | 1.94 | 2.56 |  | 5.63 | 126.1 |
| 39128 | Bundaberg | 1.07 | 3.39 | 1.32 |  | 4.85 | 99.8 |
| 40004 | Amberley | 0.04 | 3.17 | 0.37 |  | 3.59 | 39.0 |
| 40223 | Brisbane Airport | 1.20 | 5.07 | 2.10 |  | 8.45 | 65.3 |
| 40264 | Tewantio | 1.57 | 3.07 | 4.21 |  | 9.74 | 97.5 |
| 42023 | Miles | -0.01 | 1.35 | -1.30 |  | -0.61 | 52.1 |
| 43109 | St. George | 0.65 | 1.95 | 0.18 |  | 3.70 | 86.5 |
| 44021 | Charleville | -1.01 | 5.43 | -0.44 |  | 4.70 | 86.2 |
| 45017 | Thargomindah | -0.79 | 3.23 | -0.52 |  | 1.37 | 111.5 |
| 46037 | Tibooburra | 0.11 | 0.95 | 0.18 |  | 0.88 | 86.9 |
| 46043 | Wilcannia | -0.21 | -1.10 | -1.33 |  | -1.78 | 54.4 |
| 48027 | Cobar | 0.05 | 3.34 | 1.26 |  | 4.82 | 46.3 |
| 48239 | Bourke | 0.12 | 2.51 | 1.22 |  | 4.34 | 69.5 |
| 52088 | Walgett | 0.44 | 0.79 | 0.95 |  | 1.07 | 56.7 |
| 53048 | Moree | 1.16 | 4.93 | 0.58 |  | 6.40 | 47.5 |
| 55024 | Gunnedah Soil Cons |  | 0.89 |  |  | 0.67 | 31.4 |
| 56017 | Inverell PO |  | 0.09 |  |  | 0.11 | 4.9 |
| 58012 | Yamba | 0.64 | 3.63 | -0.49 |  | 3.74 | 64.7 |
| 59040 | Coffs Harbour | 0.22 | 2.91 | -0.4.3 |  | 2.55 | 41.2 |
| 60026 | Port Macquarie |  | 5.44 | -0.28 |  | +.71 | 25.3 |
| 61078 | Williamtown |  | 3.07 |  |  | 2.44 | 18.6 |
| 61089 | Scone Soil Cons |  | 0.15 |  |  | 0.08 | 15.0 |
| 65012 | Duhbo |  | 1.14 |  |  | 1.54 | 16.2 |
| 66062 | Sydney RO |  | 3.45 | 0.03 |  | 3.4.5 | 34.5 |
| 67105 | Richmond |  | 1.40 |  |  | 1.32 | 10.1 |
| 08034 | Jervis Bay |  | 0.41 |  |  | 0.55 | 12.2 |
| 68076 | Nowra |  | 0.70 |  |  | 0.44 | 4.3 |
| 69018 | Moruyallead.s |  | 0.01 |  |  | -0.06 | 4.6 |
| 72150 | Wagga Waggil |  | 0.04 |  |  | 0.27 | 13.6 |
| 73054 | Wyaloug |  | -0.37 |  |  | -0.66 | 22.8 |
| 74128 | Denitiguin |  | 0.09 |  |  | 1.08 | 15.9 |
| 76031 | Milduri |  | 0.35 |  |  | 1.14 | 16.9 |
| 78031 | Nhill |  | -1.16 |  |  | -0.54 | 7.2 |
| 80023 | Kerang |  | -0.82 |  |  | -0.21 | 14.4 |
| 82039 | Rutherglen |  | -0.14 |  |  | 0.07 | 7.0 |
| 84030 | Orbost |  | -0.24 |  |  | -0.41 | 2.4 |
| 86071 | Melbourte RO |  | 0.24 |  |  | 0.47 | 6.6 |
| 8703] | Laverton |  |  |  |  | -0.0.3 | 3.5 |

Stations not listed failed to meet the criteria for a trend to be calculated (see text) in any season or anmally.

Table 7.2e. Trends in frequency of maxima below $15^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean <br> amual <br> days <br> $<15^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | \| Winter | Annual |  |
| 7045 | Mcekatharra |  |  |  | -0.82 | -0.89 | 6.2 |
| 8039 | Dalwallinu |  |  |  | -1.24 | -1.27 | 14.7 |
| 9021 | Perth Airport |  |  |  | 0.33 | 0.22 | 5.2 |
| 9518 | Cape leceuwin |  |  |  | -1.47 | -2.16 | 13.4 |
| 9741 | Allbany | -0.93 |  |  | 2.04 | 0.84 | 36.4 |
| 9789 | Esperance | -0.42 |  |  | 0.31 | -0.39 | 18.3 |
| 10035 | Cunderdin | -1.08 |  |  | -2.73 | -4.25 | 28.4 |
| 10648 | Wandering | -0.36 |  | -0.31 | -0.53 | -1.27 | 37.4 |
| 11052 | Forrest |  |  |  | -0.44 | -0.59 | 10.8 |
| 12038 | Kalgoorlie |  |  |  | 0.18 | 0.06 | 23.4 |
| 13017 | Giles |  |  |  | -0.19 | -0.37 | 4.2 |
| 15590 | Alice Springs |  |  |  | -0.17 | -0.10 | 8.7 |
| 16001 | Woomera |  |  |  | -2.37 | -3.02 | 17.6 |
| 16044 | Tarcoola |  |  |  | -0.98 | -1.20 | 6.7 |
| 17031 | Marree |  |  |  | -0.71 | -0.59 | 3.5 |
| 18012 | Ceduna |  |  |  | -1. 29 | -1.80 | 12.2 |
| 18070 | P'ort Lincohn | -0.80 |  |  | -2.70 | -3.90 | 22.5 |
| 21046 | Snowtown | -0.68 |  |  | -1.91 | -3.06 | 35.2 |
| 22801 | Cape Borda | -1.25 |  | $-1.30$ | -0.19 | -2.74 | 97.9 |
| 23090 | Adelate RO | -0.88 |  | -1.48 | -1.68 | -4.03 | 47.6 |
| 23373 | Nuriootpa | -1.23 |  | -1.62 | -0.13 | -2.97 | 92.4 |
| 26021 | Mt Gambier | -1.87 |  | -1.78 | 0.14 | -3.46 | 109.2 |
| 26026 | Robe | -1.93 |  | -1.26 | -2.58 | -4.59 | 75.9 |
| 42023 | Miles |  |  |  | 0.22 | 0.12 | 5.3 |
| 43109 | Si. George |  |  |  | 0.69 | 0.81 | 6.5 |
| 44021 | Charleville |  |  |  | 0.11 | 0.06 | 6.0 |
| 45017 | Thargomindals |  |  |  | 0.05 | -0.23 | 4.2 |
| 46037 | '1'iboobura |  |  |  | -1.11 | -1.95 | 13.6 |
| $4(104.3$ | Wilcamia |  |  |  | -0.16 | 0.60 | 12.0 |
| 48027 | Cobir |  |  | -1.46 | -0.11 | -1.56 | 37.1 |
| 48239 | Bourke |  |  |  | 0.41 | 0.41 | 9.2 |
| 52088 | W:Igent |  |  |  | 0.91 | 0.65 | 15.5 |
| 53048 | Moree |  |  |  | 1.47 | 1.29 | 15.0 |
| 55024 | Gunnedala Soill Cons |  |  |  | 0.19 | -1.29 | 27.0 |
| 56017 | Inverell P() | -0.42 |  |  | -0.85 | -2.18 | 30.0 |
| 60026 | Port Maxquarit |  |  |  | -0.68 | -0.65 | 3.0 |
| 61078 | Willianntown |  |  |  | -1.75 | -1.84 | 10.9 |
| 61089 | Scome Soil Cons |  |  |  | -1.05 | -1.35 | 29.4 |
| 63005 | Bathurst ARS | -0.63 |  | -1.33 | 0.73 | -1.10 | 109.6 |
| 6.5012 | Dubbe | 0.14 |  | -1.12 | 0.06 | -0.89 | 44.9 |
| 66062 | Sydney RO |  |  |  | -1.01 | -1.32 | 11.3 |
| 67105 | Richmond |  |  |  | -0.73 | -1.15 | 13.4 |
| 68034 | Jervis Bay | -0.62 |  |  | -2.45 | -3.06 | 41.4 |
| 68076 | Nowra | -0.21 |  | -0.62 | -0.95 | -1.93 | 32.4 |
| 69018 | Moruya Heads | -0.35 |  |  | -1.75 | -1.99 | 20.3 |
| 70014 | Cunberra Airport | -0.21 |  | -2.47 | -0.23 | -3.01 | 114.0 |
| 72150 | Wagga Wagga | -0.76 |  | -2.01 | -0.08 | -2.78 | 83.8 |
| 72161 | Cabramuma | 0.14 | 0.02 | 1.25 |  | 1.25 | 240.9 |
| 73054 | Wyalong | 0.90 |  | -0.95 | 2.71 | 2.22 | 60.2 |
| 74128 | Deniliguin | -0.26 |  | -0.87 | 0.01 | -1.31 | 63.2 |

Table 7.2e (cont.). Trends in frequency of maxima below $15^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean <br> annual days $<15^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 76031 | Mildura |  |  | -0.98 | -1.03 | -1.94 | 42.4 |
| 78031 | Nhill | -1.00 |  | -1.48 | -0.22 | -2.50 | 79.7 |
| 80023 | Kerang | -0.09 |  | -1.67 | -1.22 | -2.66 | 60.4 |
| 82039 | Rutherglen | -0.58 |  | -1.52 | -1.19 | -3.31 | 93.9 |
| 84016 | Gabo Island | -0.19 |  | -1.45 | -3.28 | -5.22 | 80.3 |
| 84030 | Orbost | 0.02 |  | -0.50 | -0.51 | -0.81 | 61.3 |
| 85072 | Sale | -2.38 |  | -3.49 | -2.82 | -8.69 | 86.7 |
| 85096 | Wilsons Promontory | 1.12 | 0.34 | -1.06 | -0.75 | -0.04 | 159.1 |
| 86071 | Melbourne RO | -0.34 |  | -1.69 | -1.38 | -3.36 | 79.7 |
| 87031 | Laverton | 0.51 |  | -1.64 | -1.23 | -2.21 | 90.2 |
| 90015 | Cape Otway | -0.12 |  | -1.59 | -0.67 | -2.51 | 144.9 |
| 91057 | Low Head | -2.38 |  | -4.79 | -3.21 | -10.54 | 131.1 |
| 91104 | Launceston AP | -0.94 |  | -1.95 | 0.01 | -1.96 | 151.6 |
| 92045 | Eddystone Point | -6.93 |  | -3.63 | -4.35 | -16.19 | 135.4 |
| 94010 | Cape Bruny | -1.80 | -0.53 | -0.77 | -0.69 | -3.68 | 201.0 |
| 94029 | Hobart RO | -0.92 | 0.11 | -2.31 | -1.96 | $-5.23$ | 135.6 |
| 94069 | Grove | -0.56 | -0.11 | -2.05 | $-1.03$ | -3.62 | 138.7 |
| 96003 | Butlers Gorge | -3.65 | -1.31 | -3.45 |  | -7.72 | 250.9 |

Stations not listed failed to meet the criteria for a trend to he calculated (see text) in any season or amatly.
Table 7.2f. Trends in frequency of maxima below $10^{\circ} \mathrm{C}, 1957-96$

| Stittion number | Statiorn name | Trend (days/decade) |  |  |  |  | Mcan ammal days $<10^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winler | nomual |  |
| 23373 | Nuriootpa |  |  |  | -1.27 | 0.48 | 3.2 |
| 6.3005 | Bathursi ARS |  |  |  | 0.58 | -(0.2t) | 23.8 |
| 6.5012 | [0hber |  |  |  | $0.0 \%$ | 0.00 | 2.8 |
| 70014 | Camberan Airpert |  |  |  | -0.0.4 | -0.70) | 17.7 |
| 72150 | Wanga Wagea |  |  |  | -(0.80 | -1.05 | 9.0 |
| 72161 | Cobramurra | 0. 2.35 | 0.00 | $-1.85$ | -0.0.5 | -2.19 | 160.0 |
| 73054 | Wyalong |  |  |  |  | 0.58 | 3.3 |
| 74128 | Dersiliçun |  |  |  |  | 0.46 | 2.1 |
| 82030 | Rutherglen |  |  |  | -0.37 | .0.74 | 9.3 |
| 85072 | Sale |  |  |  | -0.29 | -0.43 | 2.0 |
| 85096 | Wilsons Promentory |  |  |  | -0.23 | -0.32 | 5.1 |
| 87031 | Laverton |  |  |  | -0.5.5 | -0.56 | 2.7 |
| 91057 | l.ow llead |  |  |  | -1.36 | -1.54 | 0.0 |
| 91104 | Launcesten AP |  |  |  | -0.60 | -0.54 | 22.0 |
| 94010 | Cape Bruny | -0.35 |  |  | -0.68 | -2.18 | 25.8 |
| 94029 | Itobart RO |  |  |  | -0.99 | -1.95 | 18.3 |
| 94069 | Grove | -0.20 |  |  | -0.54 | -1.08 | 23.0 |
| 96003 | Butlers Gorge | -4.35 | -2.72 | -4.78 | -1.31 | -I2.59 | 144.0 |

Stations not listed failed to meet the criteria for a trend to be calculated (see text) in any season or annually.

Table 7.2g. Trends in frequency of minima below $5^{\circ} \mathrm{C}$, 1957-96

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean <br> annual <br> days $<5^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| $7 \overline{045}$ | Meckatharra |  |  |  | -0.87 | -0.81 | 12.6 |
| 8039 | Dalwallinu | -1.34 |  |  | -1.04 | -2.66 | 28.1 |
| 8051 | Geraldton | 0.01 |  |  | -0.54 | -0.57 | 7.4 |
| 9021 | Perth Airporl | -0.56 |  |  | -0.78 | -2.45 | 16.1 |
| 9741 | Albany | -1.38 |  |  | -5.41 | -7.37 | 25.8 |
| 9789 | Esperance |  |  |  | -1.44 | $-2.53$ | 6.5 |
| 10035 | Cunderdin | -1.70 |  |  | -2.16 | -3.99 | 46.7 |
| 10648 | Wandering | -2.43 |  | -1.55 | -2.90 | -6.90 | 95.3 |
| 11052 | Forrest | $-1.23$ |  | 0.82 | 0.44 | -0.20 | 63.2 |
| 12038 | Kalgoorlic | -1.96 |  | -1.74 | -2.82 | -6.50 | 62.5 |
| 13017 | Giles |  |  |  | 0.19 | -0.13 | 18.6 |
| 1.5548 | Rabbit F lat* |  |  |  | 0.96 | 0.75 | 29.0 |
| 15590 | Alice Springs | -0.80 |  | -0.85 | -0.62 | -2.29 | 66.3 |
| 16001 | Wommera |  |  |  | -1.23 | -4.39 | 30.4 |
| 16044 | Tarcosla | -1.81 |  | 0.09 | -0.65 | -2.33 | 61.2 |
| 17031 | Marree |  |  | -0.75 | -2.10 | -3.48 | 46.6 |
| 17043 | Oodnadilta |  |  | 0.12 | -1.24 | -1.17 | 39.9 |
| 18012 | Ceduna | -3.06 |  | -0.78 | -3.84 | -7.83 | 62.1 |
| 18070 | Port Lincoln |  |  |  | -1.30 | -1.48 | 3.6 |
| 21046 | Snowlown | 0.65 |  | -0.72 | -2.30 | -1.61 | 60.6 |
| 22801 | Cape Borda |  |  |  | -0.65 | -0.74 | 2.4 |
| 23090 | Adelaide R ${ }^{\text {a }}$ | -0.50 |  |  | -3.69 | -4.08 | 21.1 |
| 23373 | Nuriostpa | -0.21 |  | -1.23 | -4.74 | -6.87 | 86.3 |
| 26021 | Mt Gambier | -1.42 | -0.90 | -0.81 | -4.26 | -7.15 | 72.6 |
| 26026 | Rose | -1.26 |  |  | -1.01 | -2.08 | 12.3 |
| 30045 | Richumend |  |  |  | -1.46 | -2.10 | 14.5 |
| 36007 | Barcaldine |  |  |  | -1.48 | -2.24 | 16.7 |
| 300.11 | Lomgreach |  |  |  | -0.16 | -0.59 | 28.3 |
| 37010 | (ammoweat |  |  |  | -0.02 | -0.18 | 9.9 |
| . 38002 | [Birdsville |  |  |  | 0.71 | -0.27 | 25.9 |
| 38003 | Boulia |  |  |  | -1.19 | -1.11 | 12.6 |
| 39039 | Gayndah |  |  |  | -1.91 | $-2.85$ | 30.2 |
| 39083 | Rexchhanupton |  |  |  | $-2.90$ | -3.23 | 11.2 |
| 39128 | Bundaberg |  |  |  | -1.29 | -1.27 | 5.5 |
| 40004 | Amberley | 0.24 |  | -1.41 | -1.59 | -2.60 | 54.3 |
| 40223 | Brishane Aiport |  |  |  | -3.73 | -3.71 | 15.2 |
| 42023 | Miles | 0.57 |  | $-2.39$ | -2.76 | -4.20 | 67.0 |
| 43109 | St. George |  |  |  | -1.01 | -2.80 | 37.0 |
| 44021 | Charlevilte | -1.71 |  | $-2.01$ | -3.65 | -7.85 | $66.9$ |
| 45017 | Thargomindals |  |  |  | -1.99 | -2.77 | 38.1 |
| 46037 | Tiboobursa |  |  |  | -0.27 | -0.82 | 37.4 |
| 46043 | Wilcannia | -0.20 |  | 0.84 | -0.61 | -0.14 | 51.7 |
| 48027 | Cobar | -0.87 |  | -1.82 | -3.05 | -5.74 | 54.0 |
| 48239 | Bourke |  |  |  | $-2.38$ | -3.29 | 45.2 |
| 52088 | Walgett | -0.41 |  | -2.32 | -1.88 | -4.10 | 72.3 |
| 53048 | Moree | -1.26 |  | -3.89 | -3.14 | -8.30 | 70.5 |
| 55024 | Gunnedah Soil Cons | -0.43 |  | -1.30 | -2.14 | -3.89 | 50.2 |

Table 7.2 g (cont.). Trends in frequency of minima below $5^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean annual days $<5^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 56017 | Inverell PO | -1.55 |  | -1.43 | -0.44 | -3.45 | 134.3 |
| 59040 | Coffs Harbour |  |  |  | -2.64 | -4.12 | 23.3 |
| 60026 | Port Macquarie |  |  |  | -5.93 | -7.96 | 27.2 |
| 61078 | Williamtown | -0.87 |  |  | -2.09 | -3.21 | 29.4 |
| 61089 | Scone Soil Cons | 0.69 |  | -1.42 | -2.73 | -.3.31 | 57.8 |
| 63005 | Bathurst ARS | 1.08 |  | -1.24 | 0.20 | 0.59 | 152.9 |
| 65012 | Dubbo | 0.63 |  | -2.25 | -1.13 | -2.77 | 95.5 |
| 67105 | Richmond | 0.33 |  | -1.11 | -1.29 | -2.33 | 71.6 |
| 68076 | Nowra | 0.47 |  |  | 0.18 | 0.05 | 27.9 |
| 69018 | Moruya Heads | -0.86 |  |  | -0.79 | -1.98 | 28.9 |
| 70014 | Canberra Airjort | -1.90 |  | -3.47 | -0.66 | -6.35 | 151.1 |
| 72150 | Wagga Wagga | -2.40 |  | -1.83 | -1.84 | $-6.02$ | 111.8 |
| 72161 | Cabramurra | 0.70 | -0.37 | 0.93 |  | 0.67 | 216.2 |
| 73054 | Wyalong | 0.02 |  | -0.90 | -1.76 | -4.15 | 81.4 |
| 74128 | Deniliquin | -0.55 |  | -1.68 | -0.79 | -3.42 | 88.7 |
| 76031 | Mildara | -1.23 |  | -1.66 | -0.90) | -3.77 | 73.8 |
| 78031 | Nhill | 2.06 |  | -0.61 | -2.4) | -0.11 | 101.9 |
| 80023 | Kerang | -0.92 |  | -0.59 | -0.9\% | -3.12 | 68.8 |
| 82039 | Rutherglen | 1.89 | 0.93 | 0.69 | -3.58 | 0.17 | 143.0 |
| 84016 | Gabo Istand |  |  |  |  | -0.74 | 2.8 |
| 84030 | Orbost | -0.10 |  | 0.09 | 4.03 | 4.19 | 64.9 |
| 85072 | Sale | -1.47 |  | -1.80 | 0.35 | -2.89 | 87.0 |
| 86071 | Melhourne R() | -0.75 |  | -0.54 | -3.34 | $-4.63$ | 23.7 |
| 87031 | Laverton | -0.51 |  | -0.60 | -2.26 | -3.63 | 72.3 |
| 90015 | Cape Otway | -0.74 |  |  | -1.00 | -2.39 | 8.9 |
| 91057 | 1 low licad | -1.42 |  | -0.58 | 0.35 | -1.46 | 39.8 |
| 91.04 | 1 Launceston AP | $-4.83$ | -3.57 | -2.99 | -1.6.3 | -12.23 | 154.7 |
| 92045 | Eddystone Potiot | -1.20 |  | -1.27 | -1.56 | -4.01 | 29.9 |
| 94010 | Cape Bruny | -1. $\mathrm{k}^{(9)}$ |  | -0.34 | 3.90 | -5.31 | 41.4 |
| 94029 | Llobart RO | -1.35 |  | -1.07 | -0).31 | -2.79 | 66.0 |
| 94060 | Grove | $-2.12$ | $-0.28$ | -1.11 | 0.49 | -3.16 | 156.6 |
| 000003 | Puaters (roper | 0.52 | 0.73 | 0.55 | -0.27 | 1.51 | 252.5 |

[^1]Table 7.2h. Trends in frequency of minima below $2^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mcan <br> annual <br> diys <br> $<2^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Suminer | Autumn | Winter | Annual |  |
| 8039 | Dalwallinu |  |  |  | $-1.10$ | $-1.42$ | 3.4 |
| 10035 | Cunderdin |  |  |  | -0.91 | -1.91 | 9.2 |
| 10648 | Wandering | -2.97 |  | -0.81 | -1.51 | -5.17 | 40.7 |
| 11052 | Forrest |  |  |  | -2.09 | -1.74 | 16.6 |
| 12038 | Kalgoorlie |  |  |  | -2.30 | -3.21 | 19.9 |
| 15548 | Rabbit Flat* |  |  |  | -0.59 | -0.53 | 9.4 |
| 15590 | Alice Springs |  |  |  | -1.32 | -2.76 | 33.4 |
| 16044 | Tarcoola |  |  |  | -1.88 | -2.10 | 21.5 |
| 17031 | Marree |  |  |  | -2.55 | -2.54 | 12.3 |
| 17043 | Oodrtadarta |  |  |  | -0.91 | -0.68 | 10.4 |
| 18012 | Cedunia | -2.13 |  |  | -4.27 | -7.3.5 | 21.9 |
| 21046 | Snowtown | -0.02 |  |  | -2.12 | -2.26 | 15.4 |
| 23373 | Nuriootpa | -0.57 |  | -1.08 | -5.68 | -7.34 | 30.0 |
| 2602I | Mt Gambier | -1.08 |  | -0.91 | -3.38 | -5.36 | 18.7 |
| 30031 | Longreach |  |  |  | -1.26 | -1.38 | 8.2 |
| 39039 | Gayndah |  |  |  | -1.31 | -1.54 | 7.6 |
| 40004 | Amberley |  |  |  | -2.11 | -2.36 | 25.2 |
| 42023 | Miles |  |  |  | -2.10 | -3.48 | 33.8 |
| 43109 | St. George |  |  |  | -1.21 | -1.37 | 9.0 |
| 44021 | Charleville |  |  |  | -1.64 | -2.91 | 28.1 |
| 45017 | Thargomindaln |  |  |  | -0.64 | -0.76 | 8.2 |
| 46037 | Tiboohurra |  |  |  | -0.34 | -0.24 | 7.9 |
| 46043 | Wilcarnia |  |  |  | 0.11 | 0.44 | 13.0 |
| 48027 | Cobar |  |  |  | -3.49 | -3.76 | 15.5 |
| 48239 | Bourke |  |  |  | -1.88 | -1.77 | 9.9 |
| 52088 | Watgelt |  |  |  | -0.60 | -1.43 | 29.3 |
| 53048 | Moree | -0.91 |  |  | -3.78 | -6.39 | 32.0 |
| 55024 | Gumedali Soil Coms |  |  |  | -2.22 | -2.90 | 14.7 |
| 56017 | Invereld ${ }^{\text {O }}$ ( | $-1.46$ |  | $-1.26$ | -1.28 | -3.97 | 91.6 |
| 59040 | Conlis 1 tarbour |  |  |  | -2.01 | -2.32 | 5.8 |
| 61078 | Willimmtown |  |  |  | -1.76 | -1.88 | 5.6 |
| $6108{ }^{\circ}$ | Scone Soil Coms |  |  |  | -0.66 | -1.08 | 18.8 |
| 6.3005 | Bathust ARS | 0.90 |  | -1.66 | -0.82 | -1.39 | 88.9 |
| 65012 | Dubbo | -1.33 |  | -1.95 | -2.05 | -5.30 | 51.7 |
| 67105 | Riclunond |  |  |  | -0.49 | -0.88 | 31.6 |
| 70014 | Canherra Airpert | -1.97 |  | -2.80 | -1.54 | -6.40 | 93.7 |
| 72150 | Wagga Wagga | -0.45 |  | -0.84 | -2.60 | -3.86 | 51.9 |
| 72161 | Cabramurat | 0.71 | -0.29 | -1.77 | -1.07 | -2.44 | 150.9 |
| 73054 | Wyalong | -0.14 |  |  | -0.62 | -2.75 | 29.3 |
| 74128 | Denilicuin | 0.42 |  |  | 0.02 | 0.12 | 29.3 |
| 76031 | Mildura | -0.55 |  | -1.03 | -2.77 | -4.34 | 24.9 |
| 78031 | Nhil! | 0.29 |  | -0.72 | -1.53 | -1.85 | 37.8 |
| 80023 | Kerang |  |  |  | -3.49 | -3.88 | 16.1 |
| 82039 | Rutherglen | 1.08 |  | -0.18 | -2.08 | -0.97 | 75.4 |
| 84030 | Orbost |  |  |  | 1.05 | 1.37 | 16.1 |
| 85072 | Sale | 0.67 |  | -0.43 | 2.41 | 2.64 | 27.1 |
| 86071 | Melbourne RO |  |  |  | -1.40 | -1.51 | 3.8 |
| 87031 | Laverton | 0.40 |  |  | -1.70 | -2.48 | 19.8 |

Table 7.2h (cont.). Trends in frequency of minima below $2^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | $\begin{aligned} & \text { Mean } \\ & \text { annual } \\ & \text { days } \\ & <2^{\circ} \mathrm{C} \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Autumn | Winter | Annual |  |
| 91057 | Low Head |  |  |  | -0.77 | -0.78 | 4.4 |
| 91104 | Launceston AP | -3.34 |  | -1.05 | -0.86 | -5.36 | 73.8 |
| 92045 | Eddystone Point |  |  |  | -0.78 | -1.11 | 3.6 |
| 94010 | Cape Bruny |  |  |  | -0.86 | -1.12 | 4.3 |
| 94029 | Hobart RO |  |  |  | -0.50 | -1.34 | 11.1 |
| 94069 | Grove | -0.97 |  | -0.71 | -0.40 | -2.25 | 79.0 |
| 96003 | Butlers Gorge | -1.64 | -0.13 | -0.97 | 0.98 | -0.97 | 152.5 |

Stations not listed failed to meet the criteria for a trend to be calculated (see text) in any season or annally.

Table 7.2i. Trends in frequency of minima below $0^{\circ} \mathrm{C}, 1957-96$

| Station number | Station name | Trend (days/decade) |  |  |  |  | Mean annual days $<0^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Spring | Summer | Auturn | Winter | Annual |  |
| 10648 | Wandering | -1.10 |  |  | -1.77 | -3.41 | 14.5 |
| 12038 | Kulgoorlic |  |  |  | -0.88 | -1.09 | 5.1 |
| 15590 | Alice Springs |  |  |  | -0.77 | -0.96 | 14.6 |
| 16044 | Tarcoola |  |  |  |  | -0.96 | 4.3 |
| 18012 | Ceduna |  |  |  | -2.74 | -3.75 | 6.5 |
| 21046 | Snowtown |  |  |  | -1.00 | -0.91 | 3.0 |
| 23373 | Nuriootpa |  |  |  | -5.08 | -5.54 | 15.4 |
| 26021 | Mt Gambier |  |  |  |  | -2.46 | 4.8 |
| 40004 | Anherley |  |  |  | -0.57 | -0.6.3 | 10.3 |
| 42023 | Miles |  |  |  | -3.04 | -3.19 | 17.1 |
| 44021 | Charleville |  |  |  | -1.89 | -2.17 | 12.6 |
| 52088 | Walgetl |  |  |  | -0.67 | -0.66 | 10.7 |
| 53048 | Morce |  |  |  | -3.84 | -4.76 | 13.0 |
| 55024 | Gumedah Soil Cons |  |  |  | -1.39 | -1.60 | 3.0 |
| 56017 | Inverell $\mathrm{P}^{(0)}$ | -0.43 |  | -1. 30 | -2.36 | -4.06 | 59.7 |
| 61089 | Scone Soil Coms |  |  |  | -0.25 | -0.16 | 4.4 |
| 63005 | Bathurst ARS | 0.06 |  | -1.65 | -2.02 | -3.49 | 54.8 |
| 65012 | Dubbo | -0.45 |  |  | -2.79 | -3.55 | 23.2 |
| 67105 | Richmend |  |  |  | -0.86 | -0.94 | 12.7 |
| 70014 | Canherra Aipport | -1.44 |  | $-2.77$ | -1.48 | -5.70 | 63.0 |
| 72150 | Wagga Wagga | -0.58 |  |  | -2.01 | -3.19 | 24.4 |
| 72161 | Cabramurra | 0.01 |  | -2.04 | 0.36 | -1.96 | 97.4 |
| 73054 | Wyalong |  |  |  | -0.21 | -0.23 | 8.0 |
| 74128 | Denilicjuin |  |  |  | -0.50 | -0.48 | 8.1 |
| 76031 | Miduara |  |  |  | -1.24 | -1.32 | 5.8 |
| 78031 | Nill | -0.16 |  | -0.90 | -1.18 | -2.30 | 13.7 |
| 80023 | Kerang |  |  |  |  | -0.44 | 3.1 |
| 82039 | Rutherglen | -0.14 |  | -0.16 | -2.27 | -2.45 | 39.5 |
| 84030 | Orbost |  |  |  |  | 0.04 | 2.7 |
| 85072 | Sale |  |  |  | 1.12 | 0.91 | 7.6 |
| 87031 | T Laverten |  |  |  | -0.31 | -0.72 | 4.9 |
| 91104 | Launceston A] | -1.36 |  | -0.92 | -1.85 | -3.76 | 34.9 |
| 94069 | Cirowe | -0.39 |  | -0.60 | -1.06 | $-2.18$ | 37.0 |
| 90003 | Bulers Gorge | 0.34 | -0.29 | 0.36 | 1.87 | 2.72 | 81.7 |

Shations now listed fated to mee the criteria for a trend to be calculated (see text) in any season or anmatly.

Table 7.3. Percentage of stations with upward trends of percentile threshold event frequency, 1957-96

| Threshold | Scason | State |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | WA | NT | SA | Qld | NSW | Vic | Tas | Aus, |
| $5 \%$ minimum | Spring | 21 | 0 | 8 | 8 | 24 | 45 | 14 | 18 |
|  | Summer | 26 | 0 | 25 | 25 | 44 | 45 | 14 | 29 |
|  | Autumn | 26 | 40 | 17 | 14 | 8 | 36 | 14 | 18 |
|  | Winter | 11 | 20 | 0 | 4 | 24 | 23 | 14 | 12 |
|  | Annual | 21 | 0 | 0 | 8 | 16 | 36 | 29 | 16 |
| 10\% minimum | Spring | 16 | 0 | 8 | 12 | 20 | 55 | 0 | 17 |
|  | Summer | 21 | 0 | 33 | 12 | 40 | 36 | 21 | 25 |
|  | Autumn | 21 | 20 | 17 | 12 | 4 | 27 | 0 | 14 |
|  | Winter | 21 | 0 | 0 | 8 | 16 | 27 | 14 | 14 |
|  | Annual | 21 | 0 | 0 | 12 | 20 | 36 | 14 | 17 |
| $90 \%$ minimum | Spring | 84 | 100 | 67 | 88 | 64 | 73 | 86 | 78 |
|  | Summer | 58 | 80 | 67 | 79 | 84 | 64 | 57 | 72 |
|  | Autumn | 74 | 80 | 83 | 92 | 84 | 55 | 86 | 81 |
|  | Winter | 84 | 80 | 83 | 88 | 96 | 64 | 71 | 84 |
|  | Annual | 84 | 100 | 83 | 92 | 92 | 73 | 71 | 86 |
| $95 \%$ minimum | Spring | 84 | 80 | 58 | 92 | 60 | 73 | 86 | 76 |
|  | Summer | 58 | 60 | 58 | 87 | 68 | 55 | 57 | 67 |
|  | Autumn | 68 | 80 | 92 | 92 | 80 | 64 | 86 | 81 |
|  | Winter | 84 | 80 | 75 | 79 | 84 | 64 | 86 | 80 |
|  | Arnual | 84 | 100 | 83 | 96 | 80 | 73 | 71 | 84 |
| $5 \%$ maximum | Spring | 42 | 40 | 0 | 71 | 40 | 18 | 0 | 38 |
|  | Summer | 53 | 40 | 25 | 29 | 52 | 82 | 57 | 47 |
|  | Auturn | 21 | 60 | 0 | 21 | 20 | 27 | 0 | 19 |
|  | Winter | 42 | 0 | 8 | 58 | 32 | 18 | 14 | 33 |
|  | Annual | 42 | 20 | 8 | 12 | 24 | 36 | 0 | 22 |
| $10 \%$ maximum | Spring | 37 | 20 | 8 | 50 | 28 | 32 | 0 | 31 |
|  | Summer | 71 | 20 | 42 | 21 | 52 | 73 | 29 | 46 |
|  | 人utumb | 21 | 20 | 0 | 8 | 8 | 9 | 0 | 10 |
|  | Winter | 32 | 0 | 8 | 50 | 24 | 9 | 29 | 27 |
|  | Anmual | 26 | 20 | 8 | 8 | 12 | 9 | 0 | 13 |
| 90\% maximum | Spring | 74 | 80 | 58 | 71 | 52 | 45 | 71 | 37 |
|  | Summer | 42 | 60 | 58 | 83 | 56 | 0 | 29 | 48 |
|  | Aullumin | 74 | 80 | 75 | 58 | 32 | 73 | 100 | . 38 |
|  | Winler | 89 | 100 | 83 | 79 | 80 | 64 | 100 | 17 |
|  | Anmual | 74 | 100 | 83 | 83 | 60 | 64 | 86 | 25 |
| $95 \%$ maximum | Spring | 74 | 80 | 58 | 71 | 68 | 36 | 71 | 66 |
|  | Summer | 48 | 60) | 67 | 75 | 44 | 27 | 43 | 5.3 |
|  | Autumen | 74 | 80 | 75 |  | 28 | 73 | 100 | 60 |
|  | Winter | 84 | 100 | 92 | 79 | 80 | 91 | 100 | 85 |
|  | Anmual | 74 | 80 | 83 | 79 | 60 | 64 | 86 | 73 |

Table 7.4. Percentage of stations with upward trends of fixed threshold event frequency, 1957-96

| Threshold | Scasen | State |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | WA | N'T | SA | Qld | NSW | Vic | Tas | Aus |
| Max -30 C | Spring | 60 | 100 | 50 | 82 | 56 | 37 |  | 63 |
|  | Summer | 50 | 67 | 50 | 81 | 74 | 20 | 33 | 60 |
|  | Nutumn | 78 | 60 | 60 | 83 | 18 | 12 |  | 57 |
|  | Winter | 80 | 100 |  | 67 |  |  |  | 78 |
|  | Anoulal | 68 | 100 | 50 | 96 | 61 | 10 | 33 | 66 |
| Max $=3.90$ | Spring | 47 | 60 | 50 | 69 | 17 | 0 |  | 51 |
|  | Summer | 50 | 75 | 40 | 83 | 71 | 12 |  | 59 |
|  | Actumn | 71 | 75 | 60 | 56 | 88 | 100 |  | 68 |
|  | Winter | 100 | 0 |  |  |  |  |  | 50 |
|  | Anmual | 56 | 100 | 40 | 85 | 56 | 78 |  | 60 |
| Max $-4 /{ }^{\prime \prime}{ }^{\circ}$ | Spring | 50 | 67 | 67 | 50 | 0 |  |  | 53 |
|  | Summer | 61 | 75 | 67 | 67 | 83 | 67 |  | 67 |
|  | Autumn | 50 |  |  |  |  |  |  | 50 |
|  | Winter |  |  |  |  |  |  |  |  |
|  | Anmual | 6.5 | 75 | 57 | 80 | 50 | 67 |  | 66 |
| Max < $15^{\prime \prime}$ | Spring | 0 |  | 0 |  | 27 | 30 | 0 | 15 |
|  | Summer |  |  |  |  | 100 | 100 | 25 | 50 |
|  | Abtumn | 0 |  | 0 |  | 12 | 0 | 0 | $3$ |
|  | Winter | 3.3 | 0 | 9 | 100 | 36 | 0 | 17 | 27 |
|  | Anmual | 25 | 0 | 0 | 75 | 26 | 0 | 0 | 18 |
| Mins : $10^{\prime \prime}{ }^{\prime}$ | Spring |  |  |  |  | 100 |  | 0 | 25 |
|  | Summer |  |  |  |  | 50 |  | 0 | 25 |
|  | Athtumn |  |  |  |  | 0 |  | 0 | 0 |
|  | Winter |  |  | 0 |  | 40 | 0 | 0 | 12 |
|  | Annual |  |  | 0 |  | 36 | 0 | 0 | 14 |
| M111\% ? ${ }^{\prime \prime}$ | Spring | 70 | 100 | 60 | 78 | 88 |  |  | 78 |
|  | Summer | 69 | 100 | 70 | 83 | 91 | 33 |  | 77 |
|  | Autumin | 77 | 75 | 80 | 74 | 60 |  |  | 73 |
|  | Winler | 13.3 | 100 |  | 60 |  |  |  | 56 |
|  | Analmal | 72 | 100 | 60 | 78 | 86 | 43 |  | 75 |
| Man・フ" | Springe | 12 | () | 14 | 67 | $39$ |  |  |  |
|  | Summer |  |  | 0) |  | 0 | 100 | 33 | 33 |
|  | Aubume | 33 | () | 29 | 0 | 13 | 22 | 14 | 18 |
|  | WHICT | 18 | 50) | 0 | 7 | 10 | 22 | 29 | 13 |
|  | Ambual | 0 | 50 | 0 | 0 | 14 | 20 | 14 | 9 |
| N181. ${ }^{\text {"1 }}$ | Suring | 0 |  | 0 |  | 33 | 80 | 0 | 32 |
|  | SL: Italcr |  |  |  |  | 0 |  | 0 | 0 |
|  | Sutumin | (1) |  | 0 |  | 0 |  | 0 | 0 |
|  | Winter | 10 | 0 | 0 | $0$ | 11 | 25 | 14 | $9$ |
|  | Ambual .- | 0 | 0 | 0 | 0 | 11 | 25 | 0 | 7 |
|  | Spring - | 0 |  |  |  | 33 | 0 | 33 | 25 |
|  | Stummer |  |  |  |  |  |  | 0 | 0 |
|  | Autuma |  |  |  |  | 0 | 0 | 33 | 11 |
|  | Winter | 0 | 0 | 0 | 0 | 8 | 20 | 33 | 10 |
|  | Anmual | 0 | 0 | 0 | 0 | 0 | 29 | 33 | 9 |

### 7.1.2.1. High maximum temperatures

All indices of extreme high maximum temperatures show a general increasing trend, although these trends are smaller than those for any of the other extreme events considered. Seventy-four percent of stations show an increase in the frequency of temperatures above the $90^{\text {th }}$ percentile, $72 \%$ an increase in the frequency of temperatures above the $95^{\text {th }}$ percentile, and $66 \%, 60 \%$ and $66 \%$ an increase in the frequency of temperatures over $30^{\circ} \mathrm{C}, 35^{\circ} \mathrm{C}$ and $40^{\circ} \mathrm{C}$ respectively.

For the percentile thresholds, the most coherent area of decreasing trends is in inland New South Wales, along with the coast of southern New South Wales and castern Victoria. Other areas of decreasing trends are found in north-western Qucensland and the southem coasts of Western Australia and western South Australia. Most other stations show increases, with scattered exceptions. The strongest increasing trends (generally more than 5 days/decade for the $90^{\text {th }}$ percentile) occur on the east coast of Queensland north of Bundaberg, in parts of central Australia, and in northern Tasmania.

Examining the scasonal breakdown, substantial areas of seasonal decreasing trends are found in the following areas:

- spring: south-eastern South Australia, southern New South Wales and most of Victorta (except the west coast), along with north-western Queensland.
- summer: south-western Western Australia, parts of inland northern NSW, all of Victoria and most of Tasmania, and much of the far north of Australia.
- attumn: parts of south-western Western Australia, south-eastern Queensland and most of New South Wales (except the north coast and far south), and parts of north-western Queensland and the Northern Territory.
- winter: north-westem Queensland and the south coast of New South Wales.

The proportion of stations showing increasing trends is greatest in winter ( $83 \%$ for the 90 th percentile), and least in summer and autumn ( $52 \%$ and $62 \%$ respectively).

The $90^{\text {th }}$ and $95^{\text {th }}$ percentiles show generally similar trends and spatial distribution of changes, although one interesting difference between the two occurs in summer in south-eastern Australia: the Sydney region shows an increase in the frequency of maxima above the $90^{\text {th }}$ percentile but a decrease in the frequency of maxima above the $95^{\text {th }}$ percentile, whereas the reverse is true in parts of northern Victoria.

The results for fixed thresholds follow some similar patterns to the percentile thresholds - such as a tendency to strong increases in coastal Queensland and decreases along the southern coasts. Differences between the two largely reflect differences in where the fixed thresholds fit in the climate of a particular region and season. Examples of substantial differences include:

- most stations in Victoria and southern New South Wales show a decrease in the frequency of maxima above the fixed thresholds. This matches the observed trends for summer, but not for the year as a whole, for the percentile thresholds, which is an unsurprising result as maxima above $30^{\circ} \mathrm{C}$ (and, even more so, $35^{\circ}$ and $40^{\circ} \mathrm{C}$ ) in this region are largely a summer phenomenon.
- most Queensland stations show an increase in the frequency of autumn maxima above $30^{\circ} \mathrm{C}$, whereas there is little trend for the percentile thresholds. This reflects the fact that $30^{\circ} \mathrm{C}$ is not a particularly extreme event in most of Queensland during that scason. This tiend is not observable when a $35^{\circ} \mathrm{C}$ threshold is used.


### 7.1.2.2. High minimum temperatures

All indices of extreme high minima show increasing trends. Eighty-hree percent of stations show an increase in the Irequency of minima above the 90 th percentile, and $86 \%$ show an increase in the frequency of minima above the 95th percentile. Seventysix percent of stations for which the index was defined show an increase in the frequency of minima above $20^{\circ} \mathrm{C}$.

The strongest increasing trends appear in Queensland, particularly the north-eastern half, and the Northern Territory, with many stations in this area showing trends for the

90 th percentile in excess of 5 days/decade. The only coherent areas of stations with a decreasing annual trend for any of the thresholds are in south-eastern New South Wales and eastern Victoria, and in northern South Australia and western Queensland. A few scattered and widely separated stations in other regions also show decreasing trends.

The proportion of stations with increasing trends is greatest in winter ( $84 \%$ for the 90 th percentilc), and least in summer ( $72 \%$ ). Notable regional areas of decreasing trends are:

- spring: parts of inland New South Wales, eastem Victoria, northern South Australia and south-western Queensland.
- summer: south-western Westem Australia, and scattered stations in central Australia and Victoria.
- autumn: castern Victoria.
- winter: parts of northern Western Australia.

Stations with a decreasing trend in the frequency of minima above the fixed threshold of $20^{\circ} \mathrm{C}$ are scattered in all seasons, with the most coherent region of such trends in any season being in the south-western half of Queensland in autumn. The strongest increasing trends, as for the percentile thresholds, are in the Northern Territory and on the coasts of Queensland and northern New South Walcs.

### 7.1.2.3. Low maximum temperatures

All indices of extreme low maximum temperatures show a decreasing trend at the vast majority of stations. Seventy-eight percent of stations have recorded a decrease in the frequency of maxima below the 10th percentile, and $87 \%$ a decrease in the frequency of maxima below the 5 th percentile. For the fixed thresholds, the figures are $83 \%$ for maxima below $15^{\circ} \mathrm{C}$ and $86 \%$ for maxima below $10^{\circ} \mathrm{C}$, although it should be noted that the latter index is only defined at 18 of the 103 stations, and at only four stations is it defined in any season other than winter.

These overall results conceal considerable spatial variation, as extensive areas display increasing trends for the percentile thresholds in one or two seasons - in most cases an increasing trend in one season is offset by a larger decreasing trend in another, to a greater extent than is found for the other indices. The stations that do exhibit increasing trends for the year as a whole are mostly widely scattered, with the only coherent areas of such stations being in parts of southern Western Australia and inland New South Wales for the percentile thresholds, and in interior southern Queensland and northern New South Wales (where such temperatures are a rare - $5-15$ days per year - and almost exclusively winter phenomenon) for maxima below $15^{\circ} \mathrm{C}$.

The strongest decreasing trends (greater than 5 days/decadc for the 10th percentile) are found in Tasmania and coastal South Australia, with particularly strong trends in that region in spring and autumn. Southern Victoria shows strong decreasing trends in winter, as do the northern Northern Territory and parts of northern South Australia.

Notable regional areas of increasing trends for the percentile thresholds in each season are:

- spring: much of Queensland, and inland New South Wates.
- summer: most of Victoria and southem New South Walles, south-western Western Austratia and much of tropical Australia away from the eastern Quecnsland and northern VT colasis.
- autumn: pats of the Northern Territory and fir castern WA.
- winter: most of inland Qucensland and adjacent regions of northern New South Wales.

Increasing trends are most common in summer ( $46 \%$ of stations for maxima below the 10th percentile) and least common in autumn ( $10 \%$ ), a depature from the winter minimum observed for most of the other indices of extreme temperature.

It is interesting to note that Western Australia, which shows an increase in the frequency of extreme low summer maxima, has also shown a marked increase in summer rainfall between 1910 and 1995 (Hennessy et al., 1999), and particularly over
the 1957-1996 period, with the trend accelerating in the later years of that period (see Fig. 7.3). In most of Australia away from the southern coasts extreme low maxima in summer mostly occur as a result of persistent cloud cover and/or rain (rather than through the presence of an air mass of southem origins), so this combination of results is not especially surprising.

The marked decrease in the frequency of extreme low maxima in the winter half of the year over those regions of south-eastern Australia that are particularly exposed to westerly and south-westerly flow may point to synoptic changes. An analysis of possible synoptic changes is beyond the scope of this thesis, but the possible implications of changes in the frequency distribution of maximum temperalure are discussed in section 7.2.

### 7.1.2.4. Low minimum temperatures

The decining frequency of low minimum temperatures is the strongest trend for any of the four types of extremes considered in this study. This is particularly true of the fixed thresholds; more than $90 \%$ of stations show a decreasing trend in the frequency of minima below $5^{\circ} \mathrm{C}, 2^{\circ} \mathrm{C}$ and $0^{\circ} \mathrm{C}$. The trend is not so striking for the percentile thresholds, but $84 \%$ of stalions still show a decreasing trend in the frequency of minima below the 5 h percentile, and $83 \%$ for the 10 h percentile.

Those stations which do show increasing trends for any of the indices are mostly widely scattered. The one region with a number of stations showing increasing trends, particularly for the percentile thresholds, is eastern Victoria and south-eastern New South Wales. Particularly strong declines have occurred in much of Queensland and the Northern Territory, the south-west of Western Australia and southern South Australia, with many stations in those regions showing trends in excess of 5 cays/decade for the $10^{\text {th }}$ percentile, and some exceeding I0.

All seasons and thresholds show a strong majority of stations with decreasing trends. As for the other indices, the proportion is smallest in summer ( $75 \%$ for minima below the 10 th percentile) and greatest in winter ( $86 \%$ ), but the seasonal differences are weaker than for the other indices.

Regions where a number of stations with increasing trends can be found for the percentile thresholds are:

- spring: much of northern Victoria and the tablelands of New South Wales.
- summer: the southern two-thirds of New South Wales, eastern Victoria and western Queensland.
- autumn: eastern Western Australia.
- winter: eastern Victoria and the far south-east of New South Wales.

As the previously noted results would suggest, stations showing an increasing trend for any of the fixed thresholds over the year as a whole are very rare. A notable seasonal exception, however, is that many Victorian and clevated New South Wales stations show an increase in the frequency of low minimum temperatures (particularly when $2^{\circ} \mathrm{C}$ is used as the threshold) in spring. As this is a region where late spring frosts are already an agricultural hazard (and cither $2^{\circ} \mathrm{C}$, or, historically, $36^{\circ} \mathrm{F}\left(2.2^{\circ} \mathrm{C}\right)$, has been routinely used as a threshold to determine the occurrence of frost in Australia (c.g. Folcy, 1945)), this is a result of some potential significance.

### 7.1.3. Results over extended periods starting before 1957

The analysis of tends in the frequency of extreme temperature events prior to 1957 is matde difficult, as discussed in Chapter 2, by the lack of digitised daily temperature data prior to that date. Of the 103 stations in the data set, only nine have 60 years or more of data, and three of these (Adclaide, Melbourne and Sydncy) are city-centre sites where the existence of urban heat islands limit the use of the data for the analysis of climate change. There is a project currently in progress to digitise more historical daily data, which will enable such trends to be calculated over a longer period at many more stations, and over a much greater proportion of the Australian continent.

The remaining six stations, all in New South Wales, have data commencing in 1921the Moree data commences earlier, but the variety of instrument exposures in existence in New South Wales prior to 1908 (Torok, 1996; also discussed in the
diaries of H.C.Russell, held in the National Meteorological Library) render that data difficult to use without reference to comparison data (which does not exist in a digitised form) from neighbouring stations. The 1921-56 data should still be treated with some caution because of a similar lack of comparison data for use in making adjustments for inhomogeneities.

Tables 7.5 and 7.6 show the observed trends for the percentile and fixed thresholds at the six stations for each season over the 1921-96 period. The spatial distribution of positive and negative trends is quite similar to those for the shorter 1957-96 period, with strong warming trends for most thresholds at the northern coastal sites (Yambar and Port Macquarie) and Tibooburra in the north-west, and more mixed results at Moruya, on the south coast, and Bathurst and Moree in central regions of the state. Also, similarly to the situation for the 1957-96 period, there is little statewide trend in the frequency of high maximum temperatures (and the decreasing trend in autumn which is so marked in 1957-96 is also visible for 1921-96), but a discenable trend for the other types of extreme events.

A comparison of the 1921-96 trends with those over the $1957-96$ period is illuminating. Of the 48 percentile trends examined ( 8 indices at 6 stations), 35 show a 'warmer' trend over the 1957-96 period than over the full 1921-96 period, indicating an acceleration of a warming trend in temperature extremes over . New South Wales over the last 40 years. This is consistent with the Australian annual mean temperature (htlp://www.bom.gov.au/climatc/change/archive/media00.shtml), which showed little trend over the 1921-56 period before beginning a marked increase in the late 1950's.

### 7.2. Observed changes in parameters of frequency distributions of temperature

Changes in the parameters of the frequency distribution of daily maximum and minimum temperature were examined. This was carried out by breaking the time period of common record of most stations, 1957-1996, into two equal parts, 19571976 and 1977-1996.

For each station and month, and for maximum and minimum temperature separately, the parameters of the frequency distribution were calculated for each of these two
periods, treating each as a separate distribution and using the compound Gaussian distribution model and decomposition procedure described in Chapter 6. For reasons of computational simplicity, only those stations/months where two component distributions had been found for the full period of record were used. This excluded $9 \%$ of station-months for maximum temperature and $12 \%$ for minima.

Two component distributions were used for each 20-year period. The two-distribution model was used, even though, in some cases, this model may have failed a goodness-of-fit test for an individual 20-year period.

Rabbit Flat and Learmonth were excluded from this part of the analysis, due to a lack of data in the 1957-1976 period.

The parameters of the component distributions for each 20 -ycar period are given in Appendix D (Tables D.Ia, D.1b).

### 7.2.1. The relationship between observed changes in threshold event frequency and changes predicted by the compound Gaussian distribution

In order to verily the effectiveness of the compound Giassian distribution in modelling changes in the frecuency of threshold events, the changes in the frequency of four threshold events (maxima and minima with a normalised value, $z$ (as defined in Chapter 6) above +3.0 or below -3.0 ) in each of the four scasons were examined. The threshold of +/- 3.0 was chosen for consistency with the checks carried out on the overall effectiveness of the compound Gaussian distribution in modelling the frequency of extreme temperature events in Chapter 6.

The expected frequencies of these events from the modelled frequency distributions were calculated for the periods 1957-76 and 1977-96. The expected percentage change between the two periods was then calculated. This expected percentage change was compared with the actual percentage change from observed data between the two periods. Only stations which recorded at least one such threshold event in both of the periods were used in the analysis.

| Station number | Station name | Threshold | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Spring | Summer | Auturnn | Winter | Annual |
| 46037 | Tiboohurra | 5\% minimum | -0.24 | -0.99 | -0.72 | 0.13 | -1.64 |
|  |  | 10\% minimum | -0.34 | -1.47 | -1.10 | -0.19 | -2.8.5 |
|  |  | 90\% minimum | 0.47 | 1.33 | 0.94 | 0.94 | 3.21 |
|  |  | 95\% minimum | 0.23 | 0.64 | 0.48 | 0.48 | 1.74 |
|  |  | $5 \%$ maximum | 0.04 | 0.01 | -0.45 | -0.12 | -0.56 |
|  |  | $10 \%$ maximum | -0.11 | -0.07 | -0.46 | -0.30 | -0.97 |
|  |  | 90\% maximum | -0.03 | 0.32 | -0.12 | 0.00 | 0.29 |
|  |  | 95\% maximum | 0.00 | 0.24 | 0.07 | 0.41 | 0.79 |
| 53048 | Moree | $5 \%$ minimum | -0.6.3 | -0.76 | -0.68 | -0.78 | -2.69 |
|  |  | $10 \%$ minimum | -1.12 | -1.36 | -1. 10 | -1.22 | -4.65 |
|  |  | 90\% minimum | 0.12 | 0.41 | 1.36 | 0.57 | 2.35 |
|  |  | 95\% minimum | -0.10 | 0.14 | 1.01 | 0.52 | 1.52 |
|  |  | 5\%, maximum | 0.39 | 0.20 | 0.24 | 0.34 | 1.16 |
|  |  | 10\% maximum | 0.78 | 0.44 | 0.32 | 0.63 | 2.16 |
|  |  | 90\% maximum | -1.18 | -1.47 | -0.57 | -0.23 | -3.41 |
|  |  | $95 \%$ maximum | -0.57 | -0.87 | -0.45 | -0.21 | -2.09 |
| 58012 | Yamba | $5 \%$ minitulum | -0.45 | -0.61 | -0.58 | -0.81 | -2.42 |
|  |  | $10 \%$ minimum | -0.68 | -0.95 | -1.2.3 | $-1.23$ | -4.06 |
|  |  | $90 \%$ minimum | 0.96 | 0.75 | 0.62 | 0.24 | 2.58 |
|  |  | 95\% minimum | 0.62 | 0.41 | 0.43 | 0.12 | 1.56 |
|  |  | 5\% maximum | -0.47 | -0.54 | -1.07 | -0.86 | -2.99 |
|  |  | $10 \%$ maximum | -0.74 | -1.02 | -1.48 | -1.58 | -4.84 |
|  |  | 90\% maximum | 0.64 | -0.43 | 0.18 | 0.55 | 2.58 |
|  |  | 95\% maximum | 0.18 | -0.3.3 | 0.16 | 0.32 | 1.56 |
| 60026 | Port Macquaric | 5\%, minimum | -0.90 | -1.14 | -1.10 | -1.22 | -4.31 |
|  |  | 10\% minimum | -1.42 | -2.04 | $-2.09$ | -2.26 | -7.81 |
|  |  | 90\% minimum | -0.12 | 1.45 | 0.76 | 0.63 | 2.75 |
|  |  | 95\% minimum | -0,04 | 0.93 | 0.24 | 0.24 | 1.34 |
|  |  | 5\% maximum | -0.78 | -(0.42 | -0.54 | -0.44 | -2.10 |
|  |  | $10 \%$ maximum | -1.1.3 | -1.01 | -0.72 | -1.06 | -3.86 |
|  |  | $90 \%$ maximum | -0.24 | 1.20 | 0.94 | 0.40 | 2.35 |
|  |  | 95\% maximum | 0.22 | 0.69 | 0.34 | 0.30 | 1.57 |
| 630005 | 13athursi NRS | $5 \%$ menimum | 0.24 | 0.15 | 0.18 | -0.40 |  |
|  |  | 10\% minimum | 0.14 | 0.17 | 0.39 | -0.60 | 0.14 |
|  |  | 90\% minimum | 0.21 | -0.14 | 0.29 | 0.08 | 0.46 |
|  |  | 95\% minimum | 0.67 | -0.22 | 0.10) | 0.00 | -0.04 |
|  |  | 5\% maximum | 0.47 | 0.03 | -0.42 | 0.08 | 0.16 |
|  |  | 10\% maximum | 0.88 | 0.25 | $-0.53$ | -0.12 | 0.48 |
|  |  | 90\% maximum | -1.21 | -0.58 | -0.62 | 0.31 | $-2.10$ |
|  |  | 95\% maximum | -0.67 | -0.39 | -0.59 | 0.28 | -1.34 |
| 0008 | Morryal Ieads | $5 \%$ minimum | 0.29 |  | 0.24 | 0.87 |  |
|  |  | $10 \%$ minimum | 0.45 | 0.77 | 0.57 | 1.57 | 3.32 |
|  |  | 90\% minimum | -0.85 | -0.98 | -0.52 | -0.30 | -2.60 |
|  |  | 95\% minimum | -0.50 | -0.46 | -0.26 | 0.07 | -1.18 |
|  |  | 5\% maximum | -0.09 | -0.17 | -0.66 | -0.57 | -1.51 |
|  |  | 10\% maximum | -0.48 | -0.59 | -1.17 | -1.38 | -3.61 |
|  |  | 90\% maximum | -0.09 | -0.48 | -0.05 | 0.22 | -0.36 |
|  |  | 95\% maximum | -0.25 | -0.08 | -0.02 | 0.22 | -0.11 |

Table 7.5. Trends in frequency of percentile threshold events, 1921-1996

| Station number | Station name | Threshold | Trend (days/decade) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Spring | Summer | Autumn | Winter | Annual |
| 46037 | Tibooburra | Max $>30^{\circ} \mathrm{C}$ | 0.21 | 0.20 | -0.16 |  | 0.15 |
|  |  | Max $>35^{\circ} \mathrm{C}$ | -0.12 | -0.48 | -0.84 |  | -1.51 |
|  |  | Max $>40^{\circ} \mathrm{C}$ |  | 0.27 |  |  | 0.28 |
|  |  | Max $<15^{\circ} \mathrm{C}$ |  |  |  | -0.06 | -0.23 |
|  |  | Max $<10^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | $\mathrm{Min}>20^{\circ} \mathrm{C}$ | 0.38 | 2.63 | 1.07 |  | 3.56 |
|  |  | Min $<5^{\circ} \mathrm{C}$ |  |  |  | -0.29 | -0.78 |
|  |  | $\mathrm{Min}<2^{\prime \prime} \mathrm{C}$ |  |  |  | -0.20 | -0.28 |
|  |  | Min $<0^{\circ} \mathrm{C}$ |  |  |  |  |  |
| 53048 | Moree | Max $>30^{\circ} \mathrm{C}$ | -1.11 | -0.55 | -1.12 |  | -2.56 |
|  |  | Max $>35^{\prime \prime} \mathrm{C}$ | -0.99 | -1.83 |  |  | -3.04 |
|  |  | Max $>40^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | Max $<15^{\circ} \mathrm{C}$ |  |  |  | 0.97 | 1.01 |
|  |  | Max $<10^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | $\mathrm{Min}>20^{\circ} \mathrm{C}$ | 0.23 | 1.69 | 0.10 |  | 1.96 |
|  |  | Min $<5^{\circ} \mathrm{C}$ | -0.54 |  | -1.87 | -0.92 | -3.31 |
|  |  | Min $<2^{\circ} \mathrm{C}$ | -0.22 |  |  | -1.67 | -2.29 |
|  |  | Min $<0^{\circ} \mathrm{C}$ |  |  |  | -1.42 | -1.74 |
| -58012 | Yamba | Max $>30^{\circ} \mathrm{C}$ | -0.02 | -0,06 |  |  | 0.03 |
|  |  | Max $>35^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | Max $>40^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | Max $<15^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | Max $<10^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | Min $>20^{\circ} \mathrm{C}$. | 0.41 | 1.85 | 0.38 |  | 2.52 |
|  |  | Min< $5^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  | Min $<2^{\circ} \mathrm{C}$. |  |  |  |  |  |
|  |  | Min $<0^{\circ} \mathrm{C}$ |  |  |  |  |  |
| 60026 | I'ort Mationaric | Max $>30^{\circ} \mathrm{C}$ |  |  |  |  | 0.20 |
|  |  | Max $>35^{\prime \prime} \mathrm{C}$ |  |  |  |  |  |
|  |  | Max $>40^{\circ} \mathrm{C}$$\mathrm{Max}<15^{\circ} \mathrm{C}$ |  |  |  |  |  |
|  |  |  |  |  |  | -0.6.3 | -0.75 |
|  |  | Max $<10^{\circ} \mathrm{C}$ : |  |  |  |  |  |
|  |  | Min $>20^{\circ} \mathrm{C}$$\mathrm{Min}<5^{\circ} \mathrm{C}$ |  | 2.47 | -0.03 |  | 2.28 |
|  |  |  | -0.44 |  |  | -3.50 | -4.54 |
|  |  | Min $<2^{\circ} \mathrm{C}$ |  |  |  | -1.43 | -1.52 |
|  |  | $\mathrm{Mm}<0^{\circ} \mathrm{C}$ |  |  |  |  |  |
| 0.3005 | Bathurs $\triangle$ RS | $\begin{aligned} & \text { Max }>30^{\circ} \mathrm{C} \\ & \text { Max }>35^{\circ} \mathrm{C} \\ & \text { Max }>49^{\circ} \mathrm{C} \\ & \text { Max }<15^{\circ} \mathrm{C} \\ & \text { Max }<10^{\circ} \mathrm{C} \\ & \text { Min }>20^{\circ} \mathrm{C} \\ & \text { Min }<5^{\circ} \mathrm{C} \\ & \text { Min }<2^{\circ} \mathrm{C} \\ & \text { Min }<0^{\circ} \mathrm{C} \end{aligned}$ |  | -0.50 |  |  | -1.45 |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  | 0.54 |  | -0.7! | -0.3.5 | -0.59 |
|  |  |  |  |  |  | 0.02 | -0.08 |
|  |  |  |  |  |  |  |  |
|  |  |  | -0.30 |  | -0.06 | -0.09 | -0.44 |
|  |  |  | -0.11 |  | 0.15 | 0.42 | 0.41 |
|  |  |  | 0.20 |  | -0.02 | -0.09 | 0.05 |
| 60018 | Moruya lleads | $\begin{aligned} & \text { Max }>30^{\circ} \mathrm{C} \\ & \text { Max }>35^{\circ} \mathrm{C} \\ & \text { Max }>40^{\circ} \mathrm{C} \\ & \text { Max }<15^{\circ} \mathrm{C} \\ & \text { Max }<10^{\circ} \mathrm{C} \\ & \text { Min }>20^{\circ} \mathrm{C} \\ & \text { Min }<5^{\circ} \mathrm{C} \\ & \text { Min }<2^{\circ} \mathrm{C} \\ & \text { Min }<0^{\circ} \mathrm{C} \\ & \hline \end{aligned}$ |  | -0.06 |  |  | -0.02 |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  | -0.24 |  |  | -2.17 | $-2.50$ |
|  |  |  |  |  |  |  |  |
|  |  |  |  | -0.80 |  |  | -0.88 |
|  |  |  | 0.03 |  |  | 1.12 | 1.11 |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

Table 7.6. Trends in frequency of fixed threshold events, 1921-1996

The results of this comparison are summarised in Table 7.7, with the full list of comparisons in Appendix D, tables D.2a-d. Whilst the simulation using the compound normal distribution clearly lacks precision in estimating the observed changes (the actual change is between 0.8 and 1.2 times the simulated change in between $26 \%$ and $37 \%$ of cases, depending on the element), a reasonable simulation (actual change between 0.5 and 1.5 times the simulated change) is achieved in between $61 \%$ and $74 \%$ of cases.

These results should be viewed with the perspective that a $z$ value above +3.0 or below -3.0 is a rare event, and that in many cases the observed frequency in a 20 -year period of 0.05 or $0.06 \%$ represents a single event in a 20 -year period. As a result, one event in the observed record can have a major effect on the accuracy of the simulation for the most extreme events.

In those cases where $|z|>3.0$ represents an event which occurs somewhat more frequently at the particular station (frequency $>0.5 \%$ over the $1957-96$ period), the simulation is substantially better than it is for the set of stations as a whole, with a single exception (which involved a very small sample). The simulated change was between 0.5 and 1.5 times the actual change for at least $83 \%$ of such cases for every element. This suggests that the performance of the compound Gaussian distribution in simulating the oceurrence of threshold events improves as the event becomes less extreme.

The results displayed in Table 7.7 also suggest that there is no inherent tendency for the simulation using the compound Gaussian distribution to either over-estimate or under-estimate the actual change in the frequency of threshold events.

### 7.2.2. Observed changes in the frequency distribution of maximum and minimum temperatures.

Changes in the parameters of the component distributions between the 1957-76 and 1977-96 periods were examined for each station/month in which two component distributions had been sulficient to model the distribution for the full period of record.

A proportion of the distributions underwent radical change between the two periods. A distribution was considered to have undergone radical change if at least one of the two component distributions fulfilled at least two of the following three (arbitrary) criteria:
(a) a change exceeding 0.2 in the weight, $w_{1}$
(b) a change exceeding 0.5 in the component mean, $\mu_{n}$
(c) a change exceeding 0.5 in the component standard deviation, $\sigma_{n}$
((b) and (c) being expressed in terms of $z$-scores).

Station/months that fulfilled these criteria were not considered further in the analysis. This resulted in the exclusion of between $13 \%$ and $23 \%$ of station/months (depending on season and element).

A summary of the results from the remaining station/months is given in Tables 7.8a and 7.8b. In each case, distributions 1 and 2 are chosen such that $\mu_{l}<\mu_{2}$.

A majority of Australian stations show an increase in the means of both the warmer and cooler component distributions in all seasons, and for both maximum and minimum temperature. For maximurn temperature, this trend is almost equally observable in all seasons for the warmer and cooler components, and is strongest in spring and weakest in winter. For minimum temperature, whilst results for the year as a whole are simitar for the two components, the warmer component shows a particutarly strong increase in autumn, whilst the cooler component shows a strong increase in winter.

A majority of Australian stations show a decrease in the weighting of the cooler component in all seasons and for both maximum and minimum temperature. The decreases are more widespread for minimum temperatures than for maxima, and are particularly pronounced for minima in winter and spring.

Table 7.7. Similarity between changes in frequency of extreme events $(|z|>3)$ observed between 1957-76 and 1977-96, and changes modelled by compound normal distribution

| Even |  | Elemen |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ligh maxima | Highn minima | Low maxima | Low minimi |
| Perentage of cascs within $20 \%$ | All calses | 37 | 26 | 37 | 32 |
|  | (ases with frequency $>0.5 \%$ | 58 | 67 | 49 | 25 |
| Perentage of cases within $50 \%$ | All cases | 70 | 01 | 74 | 68 |
|  | (ases with ficaumey $>0.5 \%$ | 90 | 100 | 88 | 83 |
| Percentage of cabes where actual change > modeled chang |  | 45 | 58 | 50 | 51 |
| Total | Aldass | 187 | 142 | 177 | 104 |
| number ol cases | Casces will Prepuency $>0.5 \%$ | 78 | 9 | 51 | 12 |

Table 7.8a. Summary of changes in parameters of frequency distributions between 1957-76 and 1977-96, maximum temperature

| Season | Region | Pertentage of cases with incrase in |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{w}_{1}$ | $\mu$ | $\sigma_{\perp}$ | $\mu_{2}$ | $0_{2}$ |
| Spring (Scp-Nov) | Westerin Ausiralia | 50 | 75 | 50 | 56 | 50 |
|  | Norljern Territury | 30 | 91 | 64 | 64 | 55 |
|  | Souds Australia | 60 | 86 | 41 | 93 | 06 |
|  | Quecenstand | 38 | 59 | 54 | 62 | 46 |
|  | Niew Soula Wales | 37 | 72 | 56 | 72 | 70 |
|  | Vietoria | 45 | 71 | 39 | 75 | 71 |
|  | Tasmania | 50 | 94 | 25 | 81 | 75 |
|  | Austruia (total) | 4.5 | 74 | 48 | 70 | 60 |
|  | Western Australia | 61 | 54 | 65 | 51 | 54 |
|  | Nordiern 'territory | 60 | 80 | 20 | 70 | 30 |
|  | South Australia | 5.3 | 59 | 45 | 41 | 72 |
|  | Quecosilimd | 31 | 72 | 48 | 76 | 48 |
|  | New South Wades | 44 | 60 | 58 | 70 | 4.5 |
|  | Vietoria | 32 | 28 | 36 | 48 | 68 |
|  | Tasmania | 45 | 58 | 58 | 47 | 53 |
|  | Ausuratia (total) | 44 | 59 | 50 | 60 | . 54 |
| Authnn (Mar-May) | Western Ausitalia | $3{ }^{(1)}$ | 68 | 49 | 49 | 4) |
|  | Nurthern Territory | 50 | 90 | 90 | 80 | 30 |
|  | Soutli Australia | 46 | 54 | 46 | 50 | 63 |
|  | Quenstand | 32 | 54 | 65 | 7.5 | 39 |
|  | New South Wales | 43 | 59 | 57 | 52 | 48 |
|  | Victoria | 46 | 54 | 57 | 57 | 50 |
|  | Tasmania | 29 | 93 | 50 | 93 | 54 |
|  | Australia (total) | 40 | 62 | 58 | 62 | 47 |
| Winter (Inti-Aug) | Western Australial | 64 | 56 | 52 | 58 | 47 |
|  | Northern Territory | 54 | 100 | 64 | 73 | 64 |
|  | Sonth Australia | 38 | 56 | 36 | 44 | 56 |
|  | Quectustind | 51 | 57 | 64 | 5.5 | 50 |
|  | New South Wales | 48 | 48 | 39 | 53 | 50 |
|  | Victoria | 50 | 77 | 59 | 55 | 55 |
|  | Tasmama | 17 | 67 | 39 | 61 | 67 |
|  | Australia (total) | 48 | 59 | 50 | . 55 | 53 |

Table 7.8b. Summary of changes in parameters of frequency distributions between 1957-76 and 1977-96, minimum temperature

| Scasor | Region | Percentage of calse with increase in |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $w_{1}$ | $\mu_{1}$ | $\pi$ | ${ }^{4}$ | $\sigma_{2}$ |
| Spring (Sep-iov) | Western Australia | 23 | 66 | 56 | 78 | 59 |
|  | Northern Territory | 30 | 60 | 20 | 80 | 40 |
|  | Sounh Australia | 35 | 65 | 50 | 54 | 62 |
|  | Quecnsland | 45 | 65 | 41 | 63 | 63 |
|  | New South Wates | 33 | 53 | 29 | 40 | 57 |
|  | Vietoria | 42 | 53 | 53 | 42 | 74 |
|  | Tasmania | 61 | 77 | 58 | 69 | 54 |
|  | Austalia futal) | 36 | 61 | 44 | 57 | 60 |
| Summer (Dee-fody) | Western Austratia | 44 | 67 | 37 | 52 | 52 |
|  | Northern Tersithy | 25 | 75 | 50 | 50 | 50 |
|  | South Australia | 40 | 6.5 | 35 | 6.5 | 25 |
|  | Queenstand | 37 | 59 | 61 | 75 | 57 |
|  | New South Wales | 36 | 52 | 48 | 6.5 | 46 |
|  | Victeria | 50 | 60 | . 58 | 44 | 48 |
|  | Tasmania | 50 | 21 | 4.3 | 43 | 36 |
|  | Austaliat (total) | 41 | 50 | 49 | 61 | 47 |
| Autumin (Mar-May) | Western Austridia | 35 | 6.3 | 45 | 84 | 55 |
|  | Northern Tertitury | 43 | 86 | 43 | 86 | 57 |
|  | South Ausmalia | 43 | 65 | 35 | 6.5 | 57 |
|  | Qutensland | 53 | 64 | 59 | 82 | 47 |
|  | New South Wales | 30 | 57 | 46 | 84 | 22 |
|  | Victeria | 48 | 48 | 44 | 48 | 36 |
|  | Tasmmia | 55 | 6.3 | 26 | 74 | 47 |
|  | Australiat (total) | 44 | 61. | 45 | 77 | 41 |
| Winct (Jur-Ala | Westen Ausiralia | 44 | 52 | 44 | 68 | 60 |
|  | Nowltron Territory | 14 | 43 | 43 | 14 | 80 |
|  | Soudl Australita | 31 | 67 | 50 | 44 | 0.3 |
|  | Queensiand | 34 | 60 | 36 | 47 | 50 |
|  | New Souta Wales | 28 | 60 | 44 | 54 | 51 |
|  | Vichentia | 77 | 73 | 55 | 59) | 50 |
|  | Tasmauia | 50 | 75 | 42 | 42 | 58 |
|  | Australia (matals | 38 | 61 | 4. | 51 | 55 |

The results for standard deviations of the components are much more mixed than for means or weightings, although there is a very slight tendency towards increased variability of maximum temperatures and decreased variability of minima. One consistent result is that a majority of stations show a decrease in the standard deviation of the cooler component in all four seasons.

The results observed for the distribution means suggest that the observed warming in Australia over the $1957-96$ period is distributed across all air masses, and cannot be explained by synoptic changes alone. The changes in distribution weighting are not so easy to interpret without knowledge of the exact air mass characteristics associated with each component distribution (and, as has been discussed in section 6.5, it is likely that, with only two component distributions in use, each one is an amalgamation of several air mass types). For example, the marked decrease in the weighting of the cooler component for winter and spring minimum temperature could suggest an increase in cloud cover. Plummer and Power (pers.comm.) found evidence of such an increase over the 1957-95 period over most of Australia in these scasons (except for south-western Australia in winter), whilst Jones (1991) and Jones and Henderson-Sellers (1992) also found an increase in cloud cover over Australia since 1910, whilst not separating results into seasonal or regional trends. One might, however, also expeet that this increase in cloud cover would be associated with an increase in the weighting of the cooler component for maxima in these seasons. There is no evidence of that on a national basis, although there is on a regional scale (e.g. South Australia and Western Australia in spring, and Queensland and the Northern Territory in winter).

The results shown are also consistent with the observation that trends in threshold event frequency are stronger for low minima than for other types of events, as all three parameters of the cooler component are changing in a way that has the effect of decreasing the frequency of low minima (decreasing weight, increasing mean and decreasing standard deviation), whereas the role of changes in component variability is more ambiguous for the other three threshold event types. The results are, however, less useful in explaining the relatively weak trends observed in the frequency of high maxima.

Whilst it has been demonstrated in section 6.5 .3 that the sensitivity of threshold event frequency to changes in the standard deviation of the components increases (relative to sensitivity to changes in component means or weights) as the event becomes more extreme, the lack of evidence of consistent changes in component standard deviations limits the applicability of that theoretical result to the observed conditions.

The relationship of changes in the distribution parametcrs to regional and seasonal anomalies in threshold event trends was also examined. It was shown in section 7.1 that most threshold event indices showed their strongest warming in winter and weakest in summer. The changes in summer distribution parameters on a national scale, for both maxima and minima, support the notion of it being a season of relatively weak change (the increases in component means and of the weighting of the warmer component do not rank first amongst the seasons for any of the six parameters). However, the changes in distribution parameters also suggest that winter maxima should show changes as weak as those for summer, which does not match the observed trend in threshold event frequency. This is not so pronounced for minima, but the distribution parameters still suggest that spring and autumn, not winter, should be the seasons with the strongest trends.

The distribution model is more accurate in handling some of the regional anomalies observed. A particularly interesting resula is that the marked reduction in the Prequency of low maxima observed in Tasmania, Victoria and parts of South Australia in the cooler months appears to be associated more strongly with an increase in the mean of the cooler component that with a decrease in its weighting. This would suggest that the observed trend is driven by an increase in the temperature of air masses of southerly or south-westerly origin, rather than a decrease in the frequency of such events. It is platasible that this might be associated with an increase in winter sea surface temperatures in the Southern Ocean, although there are insufficient pre1980 data available from higher latitudes in the Southern Ocean to allow the objective testing of such a theory (Slutz et al., 1985).

The anomalously strong warming of minimum temperatures (and consequent marked decrease in the frequency of low minima) observed in Queensland also appears to be more strongly associated with changes in component means than with their weights,
with the proportion of stations showing an increase of the mean of each of the two components excecding the national average in all seasons except winter. Changes in component means are also associated with the observed cooling trends in threshold event frequencies for summer maxima in Victoria, whilst a cooling trend in the mean of the warmer component for spring minima in New South Wales matches an observed decreasing trend in the frequency of high maxima.

On the other hand, Western Australia and the Northern Territory show an increase in the weight of the cooler component of summer maximum temperatures. Whilst the component means are still warming (weakly in Western Australia, more strongly albeit from a small sample - in the Northern Territory), this result is consistent with the observed increase in the frequency of low summer maxima in much of this region, and further reinforces the possibility, first noted in section 7.1, that that change may be driven by the increased summer rainfall in the region.

Some of the regional anomalies in observed threshold event trends are not replicated well by the distribution model, or only match the model partially. Examples of the latter are the observed trends in spring towards an increased frequency of low maxima in Queensland and low minima in Victoria. In each case, whilst the changes in the component means suggest weaker warming than in other states (particularly in Queensland, where the figure of $59 \%$ of stations with a warming in the mean of the cooler component for maxima is $12 \%$ below that for any other state), they do not support cooling. Similarly, the results from the distribution model suggest little change in the frecpuency of high autumn maxima and low summer minima in New South Wales, whereas the observed trends point to cooling in both cases.

### 7.3. Summary

The results obtained for individual stations show that, at most stations and in most seasons, the frequency of warm extremes (maxima and minima) has increased over the period 1957-1996, and the frequency of cool extremes has decreased. The trends have, in general, been stronger for cool extremes than for warm extremes, and stronger for minima than for maxima, suggesting that a decrease in the diumal temperature range and a decrease in interdiurnal temperature variability may be
superimposed upon a general warming trend. The compilation of the station results into national and regional averages will be undertaken in Chapter 8.

The general picture that emerges from an analysis of changes in the frequency distribution is one of changes in threshold event frequencies bcing driven primarily by changes in the mean temperature of air masses. Changes in component weightings, which could suggest synoptic changes, appear to play a more limited role, with the exception of much of tropical Australia in summer where changes in component weights may be associated with rainfall and cloud cover changes.

## Chapter 8

## Regional Trends in Spatially Analysed Temperature Data

### 8.1. Introduction to the spatial analysis of temperature data

In chapters 6 and 7 the frequency of extreme temperature events at individual stations was discussed. In order to gain a broader perspective, it is useful to analyse the frequency of extreme events on a national and regional basis. This allows us to obtain a broader picture of trends over large areas, and summarise the results of a study such as this in a single result or a small number of results. It also minimises the impact of trends that may arise from the use of individual stations whose frequency of extreme events differs from that of their broader regions. For example, at exposed coastal stations, a reduction in the frequency of strong offshore winds, and hence a decline in the weight of the warmer component of the frequency distribution (as discussed in Chapters 6 and 7) is likely to lead to a reduction in the frequency of extreme high temperatures, even if the inland climate becomes hotter. The use of spatial averages furthermore lessens the influence of stations (especially the more isolated ones) where inhomogencities in the record may have been undetected or inadequately corrected for because of a lack of suitable comparison data. When presenting the results to a non-technical audience (such as policymakers) it is also far easier for them to understand a statement along the lines of "The number of days over $35^{\circ} \mathrm{C}$ in Australia has increased by $\mathrm{x} \%$ ' than 'Positive trends in the frequency of maximum temperatures above the 95 percentile significant at the $5 \%$ level were observed al $y$ out of $z$ stations in Austratia', even if the later is more meaningful in a scientific sense.

The lirst question we must confront in the spatial analysis of extreme event firequency is whether the station network being used covers Australia sufficiently well for us to be able to say that there is at least one station that adequately represents any given part of the country. This issue will be discussed in section 8.2 . We must also consider the methods
used in the spatial interpolation of extreme event frequency between stations, and which is the most appropriate for use in the context we are examining.

### 8.2. The spatial coherence of Australian temperature data

### 8.2.1. Methods for consideration of spatial coherence

As a prelude to considering spatial averages of the frequency of extreme temperature events in Australia, it is important to consider the spatial coherence of temperature over the country. This is examined on both the monthly and daily timescale.

The method used involves the use of the correlation between temperatures at pairs of sites. These correlations are examined in two separate ways:

- Examine the pattern of correlations between a particular station and all other stations in the data set.
- Examine the characteristic distance from a station at which the correlation falls to a certain level, and any tendency to strong or weak comelations in a particular direction from a station.

The correlations are developed using the set of 103 stations defined in Chapter 2. The basic data used are the se of stanclardised departures from normal (f-scores) developed in Chapter 6. For each pair of stations from amongst the 103, the corretation of the 7 -scores between the two is determined. for maximum and minimum temperature separately for each of the 12 months of the year. As a separate exercise, the conselation of the monthly means of the $\%$-scores is also found.

For the daily correlations, all days in the record for which data are available for both stations were used in the calculation. For the monthly correlations, all months for which a mean is defined at both stations were used. (The requirement for a mean to be defined was that at least 20 days (not necessarily the same 20) of observations were available.

The smallest number of years of record for any station pair is 18 (Learmonth and Butlers Gorge) and the largest is 138 (Melbourne and Sydney).

For each month, for maximum and minimum temperature, this results in a set of crosscorrelation coefficients for each pair of the 103 stations.

### 8.2.2. Patterns of correlations of daily temperature between stations

An exhaustive examination of the correlation patterns for each of the 103 stations in all seasons would clearly be unmanageable. Section 8.2 .3 presents a national analysis of important characteristics of the correlation patterns for all stations. In this section, we will present examples of the patterns at specific stations in specific seasons.

Figs. 8.1a-m. shows examples of the correlation fields with maximum and minimum temperature at a number of stations which illustrate characteristics of the correlation fields.

Notable features exhibited in these figures include the following:
(a) The gentral NW-SE orientation of the correlation fields of sumner daily maximum temperature in extratropical eastern Australia, and winter daily maximam temperatures in tropical Australia

Many stations in extrattropical eastern Australia (for these purposes, bounded approximately by the Western Australian border and the Tropic of Capricorn) show a marked NW-SE orientation of the correlation field, indicating that summer maximum temperatures at stations in this region tend to be more strongly contelated with stations to their north-west and south-east than similarly distant stations to the south-west and northeast. Of the plots shown, this feature is exhibited most strongly by Wagga Wagga (Fig. 8.1a), Melboume (Fig. 8.1c) and Adelaide (Fig. 8.1d) in January, but is also visible at Sydncy (Fig. 8.1f) and Alice Springs (Fig. 8.1g).

The effect is even more obvious in tropical Australia in winter, as the plot for Charters Towers in July (Fig. 8.1j) shows; a belt with correlations exceeding 0.5 extends across the continent to northern Western Australia.

This pattern is less visible in the 'opposite' season (January in the tropics, July in the extratropics), as shown by the plots for Adelaide (Fig. 8.1e) and Charters Towers (Fig. 8.1i). It is non-existent for winter minimum temperatures in much of the south-east, as Wagga Wagga - with a near-circular correlation field in July (Fig. 8.1b) - illustrates. It is also nearly invisible in Western Australia (shown by Cunderdin (Fig. 8.1k)).

It is interesting to note that Seaman (1982), in an analysis of the spatial correlation of upper-air temperature and geopotential heights, also found a tendency towards a NW-SE (or, to be more precise, a WNW-ESE) oriented correlation field of those variables in the Australian extratropics.
(b) The marked influence of the east coost on suppressing the spatial coherence of daily maximum temperature

The east coast, particularly in New Soulh Wales, has a marked efleet on suppressing the spatial coherence of daily maximum temperature, especially in summer; coastal temperatures are relatively poorly corretated with those further inland, due to the influence of sea breezes in moderating coastal temperatures in otherwise hot conditions.

This has two inlluences on the conelation fields shown in the plots. The January plot for Wagga Wagga (Fig. 8.1a) demonstrates how sharply the correlations of daily maximum temperature fall away to the south and east as one approaches the coast. In addition, stations on the east coast themselves display weak correlations of daily maximum temperature with inland stations, as shown by the plot for Sydney (Fig. 8.1f). Interestingly, this effect does not appear to influence the Victorian coast, as a comparison of Melbourne (Fig. 8.1c) and Sydney illustrates - this may reflect the role of the


Fig. 8.1a-b. Examples of correlation fields for temperature


Fig. $8.1 \mathrm{c}-\mathrm{d}$. Examples of correlation fields for temperature


Fig. 8. Ie-f. Examples of correlation fields for temperature


Fig. 8. 1g-h. Examples of correlation fields for temperature


Fig. 8.1i-j. Examples of correlation fields for temperature


Fig. 8.1k. Examples of correlation fields for temperature


Fig. 8.11-m. Examples of correlation fields for temperature
mountain barrier inland from the New South Wales coast, which has only a limited Victorian equivalent, in limiting the influence of hot air of inland origin on the coast. The Cunderdin plot (Fig. 8.1k) suggests a similar effect on the south coast of Western Australia, but the station network is not sulficiently dense to resolve this with the same degree of confidence as is possible in New South Wales.
(c) The seasonal variation in the spatial coherence of daily minimum temperatures in tropical Australia

There is a very marked seasonal variation in the spatial coherence of daily minimum temperature in tropical Australia. This is shown particularly strongly by the plots for Darwin for January (Fig. 8.11) and July (Fig. 8.1m). In January, when low minimum temperatures occur principally as a result of downdrafts in thunderstorms - and are consequently localised - Darwin shows very weak correlations with all stations outside its immediate region. Conversely, in July, when low minimum temperatures occur principally in south-easterly surges - a broad-scale synoptic phenomenon - Darwin displays strong ( $>0.4$ ) correlations with most of the region north of the Tropic of Capricon. A particularly striking contrast is that January minimum temperatures in Katherine display the same level of correlation with Darwin as do July minimum temperatures in northern Victoria!

### 8.2.3. Variation between the correlation fields on the daily and monthly timescales

An example of the dilference between the correlation fields on the daily and monthly timescales is shown by the plots for January maximum temperature at Alice Springs (Fig. $8.1 \mathrm{~g}, 8.1 \mathrm{~h}$ ). The monthly mean temperatures show greater spatial coherence than the daily temperatures, ats one might expect, but differences and similarities in the nature of the fields are of interest. The most substantial differences between the two fields are that monthly mean temperatures on the Queensland coast are quite strongly correlated (0.40.6 ) with those at Alice Springs, whereas there is little or no corretation for daily temperatures between the two regions; and that monthly mean temperatures in Victoria
and southern South Australia are much more weakly correlated with those at Alice Springs. than daily temperatures are, reaching the extent that in western Victoria and the far south-east of South Australia the daily temperatures are positively correlated with those at Alice Springs, but for monthly mean temperatures the correlations are negative.. This may reflect the role of the El Niño-Southern Oscillation in influencing temperatures on the monthly timescale; it is interesting to note that the pattern of correlations of monthly mean maximum temperatures with those at Alice Springs closely parallels the pattern of their correlations with the Southern Oscillation Index (Jones, 1999).

A similarity between the monthly and daily timescales is that both display quite strong negative correlations between Alice Springs and the west coast of Western Australia.

### 8.2.4. Calculation of the characteristic distance from a station at which correlations fall to a certain leve]

An indicator of the spatial coherence of temperature in a region is the characteristic distance at which the correlation of the temperature between pairs of stations falls to a certion level.

This is determined by carrying out the following procedure for each station and month, and for maximum and minimum temperature separately:

1. Analyse the correlations of all other stations with that station onto a $1^{\circ}$ by $1^{\circ}$ grid, using the Barnes analysis scheme initially described in section 4.2.3.
2. For each of the correlation thresholds $0.8,0.6$ and 0.4 , lind the number of grid points where the analysed correlation exceeds the threshold.
3. Determine the proportion of land within the radius from the station at which the correlation excceds the threshold level. This is determined by finding, for each of the 10 distances $1,2, \ldots, 10$ degrees (calculated as the Pythagorean distance, treating the latitudeflongitude grid as a regular grid, as previously defined in Chapter 4) the proportion of land, and hence the land area (expressed as a number of grid points), within that radius of the station. This gives a set of land areas within a radius of $1,2, \ldots, 10$ degrees of the station.
4. Find the estimated radjus which corresponds to the number of grid points in step 2, by finding the pair of calculated land areas from step 3 which that number of grid points lies between. (For example, if step 3 gives 140 land grid points within 7 degrees of the station and 170 land grid points within 8 degrees of the station, and step 2 gives 155 grid points with a correlation exceeding 0.4 , this gives an estimated radius between 7 and 8 degrees).
5. Find the proportion of land within the estimated radius of the station by linearly interpolating between the proportions found for fixed radii either side of the estimated radius in step 3.
6. Find the 'equivalent land area' with correlations exceeding the threshold by dividing the number of grid points found in step 2 by the proportion of land within the estimated radius found in step 5 . This step has the effect of nominally extending the region of correlations over a threshold over the ocean.
7. Find the characteristic radius of a certain correlation by finding the radius of the circle which has the area of the 'equivalent land area' in step 6 .

Maps of the characteristic radius of the 0.4 correlation for each of four mid-season months (January, Aprit, July and October), adopted as a broad indicator of the spatial coherence of the variables under examination, are displayed for daily temperature data in Figs. 8.2a (maximum temperatures) and 8.2 b (minima), and for monthly data in Figs. 8.3a and 8.3b. The full list of characteristic radii of the threshold corrclations for cach station are listed in Appendix E (Tables E. la-d).

These maps show clearly the regional and seasonal variations in the spatial wherence we temperature, and the differences between the spatial coherence of temperature on whe daily and monthly timescale.

## Daily maximum temperature

The characteristic radias of the 0.4 correlation for daily maximum temprature is gratant over most of Australia than that for daily minimum temperature, and shows less seanowat variation, although values are generally lower in summer than winter. In winter the matsos: exceeds 1000 km over most of Australia, reaching 1400 km in parts of Quecnshand atiz the Northern Territory, whereas in summer 1000 km is only reached over parts of *\% inland southeast. The lowest values occur in summer on thence consts where seateree have the greatest influence on maximum temperatures. New South Wakes and ate


## Daily minimum temperature

The most striking result is the complete seasomal reversal in the !ropraphual pattern oz the spatial coherence of daily minimum temperature. Mimmonn fenperature shows we spatial coherence over most of nothern Australiat in summer, whth the characterseres
 in the far north, but in winter the radjus exceds 1000 hen over atmost all of this regats. (except for the Cape York Peninsula), and reathes 1521 km at 1) atrwn. This is consistens with the correlation fields for Darwin displayed in Figs. 8.11 and 8.1 ml . Fen mare strikingly, using Darwin as an example, much of the shift takes place in a single month . the radius increases from 678 km in April to 1630 km in May, then decreases from 114 H km in September to 428 km in October. This behaviour appears in reflect the role est mesoscale phenomena, such as thunderstorms, in influencing low miminum temperatures in the tropical wet season - radiational cooling at night is not the influence on minimums temperatures here that it is elsewhere in Australia. Southern coasts display the opposites pattern, with the characteristic radius having a summer maximum and winter minimum.


Fig. 8.2a. Characteristic radius of correlations - daily maximum temperature


Fig. 8.2b. Characteristic radius of correlations - daily minimum temperature


Fig. 8.3a. Characteristic radius of correlations - monthly maximum temperature


Fig. 8.3b. Characteristic radius of correlations - monthly minimum temperature
although the contrasts are weaker (at Melbourne, the radius is 935 km in January and 576 km in July).

## Monthly mean maximum temperature

Generally speaking, the monthly mean temperatures are more spatially coherent than their daily counterparts. This is an expected result, as the statistical noise inherent in daily temperatures would be expected to be reduced when averaged over a monthly mean. The regional patterns of spatial coherence, however, differ considerably from those at the daily timescale.

Monthly mean maximum temperature is the most spatially coherent of the variables under consideration, with the characteristic radius of the 0.4 correlation exceeding 1000 km over the vast majority of Australia in all seasons, the only real exceptions being the coasts of northern and western Australia at times in summer and autumn. The lowest values occur on the coasts of Western Australia, with January valucs of 501 km at Albany and 450 km at Carnarvon.

During winter, the characteristic radius exceeds 1400 km over almost all of Australia, and reaches 2000 km in northern New South Wales and southern Queensland. Even in summer, it reaches 1600 km in parts of the Northern Territory and Queensland, and exceeds 1200 km away from the southem coasts. Inland southern New South Wales is a region of strong spatial coherence of maximum temperature in all scasons.

## Monthly mean minimum temperature

The largest values of the characteristic radius of the 0.4 correlation occur during the winter half-year, approaching 2000 km in parts of northern Australia during April and July. 1100 km is exceeded over almost all of Australia in winter, except for the south coast of Western Australia. The sharp drop in the spatial coherence of daily minimum temperatures along the southern coasts from summer to winter has no counterpart at the
monthly timescale, although there is some evidence of a spring minimum there. On the other hand, northern Australia shows a marked winter peak, as it does at the daily timescale. Darwin shows very marked changes between months in spring and autumn, as it does for the daily timescale, but the timing is slightly different (jumping from 875 km in March to 2037 km in April, then dropping from 1454 km in October to 406 km in November). This may reflect the strength of the main monsoon as an influence on mean monthly temperatures in this region, while daily temperatures are influenced by individual storm events, which take place over a slightly longer season.

As at the daily timescale, the characteristic radius is generally shorter in western than it is in eastern Australia.

## A comparison with rainfall

By way of comparison, the spatial coherence of daily and monthly rainfall, using data from the same stations as temperature, is displayed in Figs. 8.4 and 8.5. These show that temperature shows substantially greater spatiall coherence tham rainfall. Monthly rainfall displays a characleristic radius of the 0.4 correlation which is generally of comparable magnitude to daily temperature, while daily rainfall is even less spatially coherent, with the characteristic radius rarely exceeding 600 km in any season.

### 8.3. The development of spatial averages of Australian extreme temperature data

The following sections of this chapter are based on a set of 99 stations. This is the set of high-quality temperature stations described in Chapter 3, without island and Antarctic stations or the city locations in Sydney, Melbourne, Brisbane and Adelaide. Perth Airport is retained in the set, despite some evidence of an artificial warming trend since 1970 (presumably resulting from urbanisation), because of the lack of a suitable substitute nonurban station to represent the coastal region of Western Australia between Geraldton and Cape Leeuwin. As much of the available daily data commences in 1957, spatial averages are calculated for each year from 1957 to 1996 inclusive. There is insufficient spatial


Fig. 8.4. Characteristic radius of correlations - daily rainfall


Fig. 8.5. Characteristic radius of correlations - monthly rainfall
coverage prior to 1957 to allow the analysis to be extended back beyond that year (at least until additional digitisation of manuscript data takes place).

### 8.3.1. Methods used in the development of spatial averages

The simplest possible method for calculating a spatial average is to take the arithmetic mean of data from a representative sample of stations for the period of interest. Whilst it is simple - and is the method used for the calculation of district average rainfalls for Australia (Jones and Beard, 1998) - the inadequacies of this method are obvious. It takes no account of changes in the density of stations (other than in the original choice of stations, if the station network is sulficiently dense to allow a choice of stations within it), meaning that areas with sparse station networks are under-represented in the results. Jones and Beard (1998) found substantial differences between district average rainfalls generated by this method and those generated by a more sophisticated gridding technique (for example, the mean annual rainfall for district 97, in western Tasmania, is 2320 mm in the conventional district series, but $1588 \mathrm{~mm}-31 \%$ lower - using a grid-derived series, because of the clustering of long-term stations in the wetter parts of the district), while both they and Chappel (1995) found that changes in the station network in district 96 (central Tasmania) had led to an artificial increase in the district average rainfall in this region, il a simple arithmetic mean is used. Nicholls (2000) also found an artificial negative trend in mean amual rainfall in distriet 71 (Snowy Mountains), due to the closure of two stations in the wettest part of the district.

This deficiency was lirst recognised by Thiessen (1911), who developed a method of dividing a region into polygons by drawing lines equidistant from each member of a pair of neighbouring stations (the polygons thus produced contain all points that are closer to the station within that polygon than to any other). The spatial mean - of precipitation, in the case of Thiessen's paper - was then calculated by weighting the value at each station by the arca of its associated polygon. This is now known as the method of Thiessen polygons.

Since Thiessen, there has been an extensive and increasingly complex literature in the development of spatial averages of climatological variables. These have been particularly well-developed for precipitation, because of the importance of a measure of total precipitation over a catchment in hydrology; the reader is referred to (insert review ref here) for a discussion of methods used in that field. Far less attention has been given to spatial averages of other climatological variables, including temperaturc. Nevertheless, there is a growing literature in the field. Jones et al. (1982) provides an extensive review of those methods which had been used to that time.

Analysis methods can be classified into the following broud categorics:
(a) Grid-point values based on a function of distance between a station and the grid-point (e.g. Jones et al., 1986a, 1986b), sometimes with a lapse rate function and digital elevation models incorporated (e.g. Dodson and Marks, 1997) or successive correction (e.g. Barnes, 1964, 1973).
(b) Grid-point values based on a regression relationship with neightouring stations (e.g. Bolstad et al., 1998).
(c) Statistical interpolation (sometimes referred to as optimal interpolation) (e.g. Lorenc 1981, 1986).
(d) Spline functions (c.g. Wahba and Wendelberger, 1980; Zheng and Basher, 1995), sometimes incorporating elevation as an explicit variable along with latitude and longitude (e.g. Hutchinson. 1991).
(e) Kriging (e.g. Hevesi et al., 1992; Hudson and Wackernagel, 1994).
(i) Optimal weighting of stations (e.g. Hardin and Upson, 1993).

The bulk of these studies have involved either the routine operational analysis of observational data for assimilation into operational forecast models (e.g. Lorenc, 1981, 1986), or the generation of fields of long-term mean values of climatological variables for example, Hutchinson (1991) and Hudson and Wackernagel (1994) use their lechniques to generate fields of monthly climatological means of maximum and minimurn temperature.

Those studies which have compared methods in specific situations have, in general, found relatively small differences between techniques. Jones and Trewin (2000b), in an examination of the effectiveness of the Barnes successive correction technique, statistical interpolation and thin-plate splines, found that, whilst statistical interpolation (SI) was the most elfective (in the sense of producing the lowest root-mean-square (RMS) average error) of these methods for the interpolation of mean monthly maximum and minimum temperatures over Australia, the differences between the techniques were small (the RMS errors for the SI technicfue were $0.52^{\circ} \mathrm{C}$ for maxima and $0.55^{\circ} \mathrm{C}$ for minima, compared with $0.61^{\prime \prime}\left(?\right.$ and $0.62^{\prime \prime}\left({ }^{\prime}\right.$ respectively for the Barnes scheme). Small differences were also found hetween kriging and a technique based on simple inverse-distance weighting and a lapse vate function by Dodson and Marks (1997), whilst Bolstad et al. (1998) found a regression-hased technique performed better than kriging for their data set, noting that kriging did not perform well where data were sparse.
(iiven the small differences found between techniques, and the small differences in computational efificitncy between the Barnes scheme, SI and splines (D. A. Jones, pers. comm. , it wats decided to test the Barnes seheme (as the system that is in operational use within the Australian National Climate Centre), along with three schemes which were much more computationally simple and had been used previously for the compilation of large sels of spatial averages:

- Thiessen polygons (Thiessen, 1911)
- The method of Shepard et al. (1968)
- The method of Jones et al. (1986a, b)


### 8.3.2. Specific methods used in this study

### 8.3.2.1. The Jones method

This method was used by Jones et al. (1986a, b) in the development of a global data set of monthly mean temperatures on a grid of $5^{\circ}$ latitude by $10^{\circ}$ longitude.

Each station is associated with its nearest grid point (i.e. each station only influences the value at one grid point). For each grid point, the monthly mean temperature anomaly of ail stations associated with that grid point is averaged, with the value from cach station weighted using the weighting function:
$w_{i}=1 / d_{i} \quad$ where $d_{i}=$ the distance between the station and the gridpoint or 50 nautical miles, whichever is the greater
(the 50 nautical miles condition being added to prevent problems arising when a station is very near the gridpoint).

The global mean temperature anomaly is then calculated as the arithmetic mean of the value at all grid points. This method uses distance as the sole eriterion for the weight that a station carries in the calculation of the station mean.

### 8.3.2.2. The Shepard method

This method. like the Jones method, associates each data point with a single grid point. However, in addition to using distance as a criterion for the weight a station carries, Shepurd's method uses a measure of the angular density of stations. The principle used is that the data in each direction from a grid point should carry equal weight in the calculation of a value at that grid point. Accordingly, the method gives lesser weight to the data from stations which are clustered in the same direction from a grid point than it
does to data from a isolated station which is the same distance away in a different direction.

The algorithm used is that the weighting function, $b_{i}$, at station $i$ is given by:
$b_{i}=\left(l+a_{i}\right)\left(w_{i}^{2}\right)$, where $a_{i}$ and $w_{i}$ are calculated as follows:
$w_{i}=1 / d, d<133.3 \mathrm{~km}$
$=\left|(6.75 / d)\left((d / 400-1)^{2}\right)\right|, d>133.3 \mathrm{~km}$, where $d=$ distance $(\mathrm{km})$ between station $i$ and grid point
$a_{i}=\frac{\sum_{j=1}^{n} w_{i}\left(\cos \left(\theta_{i}-a_{i}\right)\right)}{\sum_{i=1}^{n} w_{i}}$
where $0_{i}$ represents the direction of station $i$ from the grid-point conecrned.

### 8.3.2.3. Barnes analysis

This is a successive-correction scheme, which was introduced in section 4.2.3. The gridpoint values are based on data from nearby observation points; however, unlike the Jones atnd Shepard methods, an observation can inlluence the value at more than one grid point. The analysis is performed in four iterations, with the weighting function adjusted such that the nearest observational data are given greater weight in the later itcrations, thus reducing the difference between the grid and observed data. The use of a given observation at more than one grid point makes it feasible to carry out this analysis scheme on a much finer grid resolution than the Jones and Shepard methods. In this study it was carried out at grid points separated by 1 degrec in both latitude and longitude (compared with 5 degrees for Jones and Shepard).

This is the scheme currently used for the production of operational analyses of climate data in the Australian Bureau of Meteorology.

As introduced in section 4.2.3, the algorithm for the $n$-th iteration at a grid-point ( $i, j$ ), $t_{n}(i, j)$, is given by:
$t_{n}(i, j)=t_{(n-1)}(i, j)+\frac{\sum_{s=1}^{N} w(d)(T(s)-T(x(s), y(s)))}{\sum_{s=1}^{N} w(d)}$
$w(d)=\exp \left(\log c(0.5) \frac{d^{2}}{g_{n} D^{2}}\right)$
where: $\quad T(s)$ is the observed value of the analysed variable at stations $T(x(s), y(s))$ is the value, interpolated from the analysis, of the analysed variable at the position of station $s$, with co-ordinates $(x(s), y(s))$ $d$ is the distance of station $s$ from the grid point ( $i, j$ ) $D$ and $g_{n}$ are constants which determine the effective length scales (the distance all which the weighting function becomes 0.5 ) for each iteration of the analysis

The constants are given the values:

| $D$ | 500 km |
| :--- | :--- |
| $g!$ | 1.00 |
| $g_{2}$ | 0.36 |
| $g_{3}$ | 0.04 |
| $g_{4}$ | 0.04 |

which correspond to those used by the National Climate Centre in the routine analysis of temperature. These values correspond to effective length scales of $500,300,100$ and 100 kilometres respectively.

If the value of $w(d)$ was less than 0.0001 then it was set to zero. At some grid points in remote areas no station had a value of $w(d)$ greater than 0.0001 on the third and fourth pass. In this case $t_{4}(i, j)=t_{3}(i, j)=t_{2}(i, j)$ (i.e., in effect the third and fourth passes were not run at these points and the value at the grid point was taken as that from the broader-scale first and second passes).

### 8.3.3. Advantages and disadvantages of the analysis and spatial averaging schemes

No spatial averaging or interpolation scheme is perfect; to achieve a perfect spatial average would require the use of a set of stations which perfectly represented all of the variations in the field being measured over a given region. A further consideration, albeit one which is becoming less important as compuling power becomes cheaper and more accessible, is that two of the schemes outlined above, the Bames and Thiessen schemes, are quite computationally intensive when used with a varying station network, as will be detaled further below.

Specific areas of materest include:

## I. Represchatheness of the interpolaion/averaging

In three of the four schemes above, distance is, in effect, used as the sole measure of how representative an observation at a station is of the actual conditions at some point. The sole exception is the Shepard scheme, where the relative density of stations in a given direction from the point is also given weight.

We have seen, in section 8.2, that there are marked variations over Australia in the spatial coherence of temperature, and, in particular, that summer maximum temperatures display
far less spatial coherence near some coasts than they do further inland. We have also seen in that section that, in many cases, temperatures at a given site are much more strongly correlated with those at a site in one direction than with one the same distance away in another direction; examples include the tendency, already described, of maximum temperatures in much of southern Australia to be more strongly correlated along a NWSE axis than a NE-SW one, and that coastal sites on the New South Wales coast tend to be more strongly correlated with each other than with inland sites, even if the inland sites are closer.

The effect of these factors is that most distance-based interpolation or averaging schemes tend to 'project' the influence of coastal sites further inland than is climatologically justified. As an example, Bathurst is almost equidistant from Sydney and Dubbo, and hence a distance-based interpolation scheme would give Sydney and Dubbo equal weight in the estimation of conditions at Bathurst; however, the correlation of January maximum temperatures at Bathurst with those at Dubbo is 0.91 , while that of Bathurst and Sydney is 0.50 .

The use of statistical interpolation would alleviate some of this lack of representativeness, in as mach as its use of a two-dimensional covariance function allows observations in some directions to be given more weight than those in others. This type of function would allow adjustments to be made for the observed NW-SE axis of strong corelations. In its usual form, however, the covariance funcion over a fied remains independent of the location of the origin and its value depends only on the vector displacement of a point from the ongin. This does not allow the taking into account of the inlluence of the coust at near-coastal sites, nor the marked latitudinal and seasonal vartiations in the spatial coherence of temperature described in section 8.2. Attempting to extend and adapt the concept of statistical interpolation to cover such situations is beyond the scope of this thesis.

As all of the schemes discussed above are distance-based, none has a particular advantage over the others in this respect. The directional weighting in the Shepard scheme only
takes into account the density of stations in a given direction, and is designed to give practical effect to the intent to weight data from all directions equally, without the distortions caused by varying numbers of stations.

## 2. Computational simplicity

The simplest schemes computationally, by some margin, are the Jones and Shepard schemes, as both allow observations to influence the value at one grid point only, and use a relatively coarse grid. The Jones method is particularly simple as it uses a single distance-based calculation to determine the weight that any observation plays at a grid point.

In a complete data set, the Thiessen method is also computationally simple, as the most computationally complex part of the calculation, determining the area of the polygons associated with each data point, only has to be carried out once. In a real data set, the area of the polygons has to be recalculated every time the station network changes - that is, on every occasion that there is missing data at one of the stations. This adds considerably to the computational demands.

The Barnes scheme is the most computationally complex, because of its finer grid spacing - $1^{\prime \prime}$ instead of $5^{\circ}$, as in the Jones and Shepard schemes - and because it uses four iterations at every grid point. The liner resolution is not inherent to the schemes per se, but is a conseguence of the fact that the Jones and Shepard schemes only altow an observation to be associated with its nearest grid point, which in turn would result in no value being delined at many grid points if a resolution of finer than $5^{\circ}$ were to be used. The size of the data set used in this part of the study (99 stations) was small enough for Barnes analysis to be able to be run without undue difficulty, so computational simplicity was not a significant factor. It would become more important in a global data set in which several thousand stations were involved, the type of data set for which the Jones algorithm was specifically designed.

## 3. Detail of analysis

As a result of the constraint that no data point may influence the value at more than one grid point, the Jones and Shepard methods are effectively limited to a relatively coarse grid. The global analysis of Jones et al. (1986a, b) is run on a grid of $5^{\circ}$ latitude by $10^{\circ}$ longitude. In this study a $5^{\circ}$ by $5^{\circ}$ grid is used. This is the smallest spacing feasible in order for most grid points to have at least one station associated with them; even so, there are three grid points in Western Australia with which no station is associated (i.c. there is no station within $2.5^{\circ}$ in any direction). National averages can be calculated on this scale, but any finer-scale breakdown is difficult. In particular, on this scale no grid point lies within Victoria or Tasmania.

The Bames scheme is run at a $1^{\circ}$ by $1^{\circ}$ resolution. This is feasible because of the use of the data from each station at multiple grid points. It could be argued that this grid scale gives a level of detail in remote areas that is not justified by the sparseness of the data. The strong spatial coherence of temperature in these regions, though, should minimise any distortions caused. The fine scale of the analysis makes it feasible to calculate state-by-state averages, although these are subject to their own distortions (see section 8.4).

### 8.3.4. An objective assessment of the spatial averaging techniques

To present a case study of the consistency and bias of the spatiat averaging techniques, the Australia-wide average of the number of days with minima below $0^{\circ} \mathrm{C}$ was calculated for each year between 1957 and 1996 .

Table 8.1 shows the mean number of such days calculated using each of these techniques for the 40 -year period, while Table 8.2 shows how well-correlated the results from each lechnique are with each other. These results show that, on the annual timescale, the results from the four methods are extremely well-correlated ( $r>0.977$ ), and hence any of the four are essentially consistent in their representation of interannual variation of the frequency of days with minima below $0^{\circ} \mathrm{C}$.

The mean annual number of days, averaged over Australia, with minima below $0^{\circ} \mathrm{C}$ is calculated as being $10 \%$ greater using the Jones method than the Thiessen method, to take the two extremes. These reflect opposite biases in the two methods. The Jones and Shepard methods effectively exclude three Western Australian grid points, as noted in section 8.3.3, because of a lack of nearby data, and therefore give additional weight to the other Australian grid points - in particular, those in south-eastern Australia where minima below $0^{\circ} \mathrm{C}$ are most frequent. (This bias would be more substantial for high maximum temperatures, as these are likely to be frequent at all of the three grid points in question). Conversely, the Thiessen method effectively gives each point the value of its nearest station, extending the influence of coastal stations to the point inland that is equidistant between the coastal station and the nearest inland station. As most coastal stations rarely or never record minima below $0^{\circ} \mathrm{C}$, this reduces the calculated mean frequency of such events. (The other methods also project coastal observations inland, but the inland observations still have some influence, even at near-coastal grid points).

The results shown in Tables 8.1 and 8.2 suggest that, for this particular case, it does not greatly matter, in the representation of the frequency of extreme temperature events, which of the four methods is chosen. The Barnes method is therefore used for the remainder of the analysis, because of its greater level of spatial detail.

### 8.4. Spatial averages of the frequency of extreme temperature events

### 8.4.1. Which extreme events should be analysed?

The question of whether to use fixed or percentile-based thresholds for the analysis of extreme events has been previously been discussed in Chapter 7, and the advantages and disadvantages of both were discussed there. In the context of spatial averages, fixed thresholds suffer from two particular disadvantages:

## 1. Impact of changes in station network

The station network is not static; many stations miss days on an irregular basis, and some were not open for the entire 1957-1996 period. This biases the spatial averages in situations where the station whose data are missing is significantly warmer or colder than its neighbouring stations. If a station's data are missing the values at neighbouring stations will effectively be interpolated to that station, thus producing a bias in the record.

The Tasmanian data shown in Fig. 8.6 illustrate this point. The Butlers Gorge station closed in 1993, and its data are therefore not included in the averages for 1994-1996. As Butlers Gorge has a much greater frequency of minima below $0^{\circ} \mathrm{C}$ than any other Tasmanian station (Table 8.3, station numbers 91000-99999), its removal will cause a sharp downward bias in the calculated mean number of days below $0^{\circ} \mathrm{C}$. The absence of Cabramurta (opened 1962) from 1957-61 data has a similar impact on the frequency of low maximum temperatures (not shown).

## 2. Lack of arcal represenativeness of station network

Many fixed-theshold extreme events are only ohserved in parts of Australia, or are observed with a much greater freguency it some stations than others. Table 8.3 shows an example of this, the frequency of minima helow $0^{\circ}\left({ }^{\circ}\right.$ at all stations within Australia. It may be seen that there are only nine stations in the data set which record a mean of more than 20 nights per year with minima below $0^{\circ} \mathrm{C}$, and five with 50 or more such nights. The interanmal variability of the all-Australian average is therefore likely to be dominated by changes at these sites. As a result, a figure purporting to be an allAustraliun average is dominated by a few sites in a particular region of the country, which is ciearly not an especially representative outcome.

Furthermore, spatial averages of breaches of fixed thresholds will be dominated by events in one season; summer for high thresholds, winter for low thresholds. To gain an

Table 8.1. Mean number of days with minima below $0^{\circ} \mathrm{C}$ over Australia, using differing spatial averaging techniques

| Technique | Mean number of days <br> per year below $0^{\circ} \mathrm{C}$ |
| :--- | :--- |
| Thicssen | 3.99 |
| Jones | 4.55 |
| Shepard | 4.28 |
| Barnes | 4.38 |

Table 8.2. Correlations of annual frequency of minima below $0^{\prime \prime} \mathrm{C}$ using different spatial averaging techniques

| Technique | Technique |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Thiessen | Jones | Shepard | Bames |
| Thiessen | 1.000 | 0.977 | 0.978 | 0.988 |
| Jones | 0.977 | 1.000 | 0.993 | 0.987 |
| Shepard | 0.978 | 0.993 | 1.000 | 0.991 |
| Barnes | 0.988 | 0.987 | 0.991 | 1.0)(0) |

Fig. 8.6. Frequency of minima below 0 degrees C , Tasmania


Table 8.3. Mean frequency of minima below 0 " C at stations used in study

| Station number | Station name | Frequency (days/year) | Station number | Station nume | Frequency (days/year) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 01021 | Kilumburu | 0.0 | 39128 | Bundaberg | 0.0 |
| 02012 | Hills Creek | 0.0 | 40004 | Amberley | 5.9 |
| 03003 | Broome | 0.0 | 40223 | Brisbane AP | 0.0 |
| 04032 | Pert hedland | 0.0 | 40908 | Tewantin | 0.0 |
| 05007 | Learmenth | 0.0 | 42023 | Miles | 18.2 |
| 05026 | Wittersom | 0.0 | 43034 | St. George | 1.6 |
| 06011 | Calmarvon | 0.0 | 44021 | Charle ville | 12.1 |
| 07045 | Mcekatharra | 0.0 | 45017 | Thargomindah | 1.4 |
| 08039 | Dalwallinu | 0.2 | 46037 | Tiboubura | 1.7 |
| 08051 | Geraldtor | 0.0 | 46043 | Wilcannia | 4.6 |
| 00021 | Perth AP | 0.1 | 48027 | Cobar | 1.7 |
| 09518 | Cape leecuwin | 0.0 | 48239 | Brarke | 2.0 |
| 09741 | Albany | 0.0 | 52088 | Walgett | 5.2 |
| 09789 | Esperance | 0.0 | 53048 | Moree | 11.5 |
| 10035 | Cunderdin | 0.5 | 55024 | Gunnedun SC | 3.5 |
| 10648 | Wandering | 19.2 | 56017 | Inverell Po | 59.9 |
| 11052 | Forrest | 4.2 | 58012 | Yamba | 0.0 |
| 12038 | Kalgoorlic | 4.6 | 59040 | Coffls I Iarbour | 0.7 |
| 13017 | Gilles | 0.4 | 60026 | Porl Macquaric | 0.0 |
| 14015 | Dirwin | 0.0 | 61078 | Williamown | 0.8 |
| 14825 | Victoria River Downs | 0.3 | 01089 | Scone SC. | 4.7 |
| 15135 | Tennant Creck | 0.0 | 63005 | Bathurst ARS | 58.6 |
| 15548 | Rabbicilat | 3.1 | 05012 | Dubbo | 15.1 |
| 15590 | Nise Springs | 11.8 | 66062 | Sydrey RO | 0.0 |
| 16001 | Wuomera | 0.1 | 67105 | Richmonl | 11.3 |
| 16044 | Tarcoola | 5.6 | 68034 | Jervis Bay | 0.1 |
| 17031 | Oodnadalta | 1.3 | 68076 | Nowra | 0.1 |
| 17043 | Marree | 2.5 | 69018 | Merruya lieads | 0.1 |
| 18012 | Celuna | 3.8 | 70014 | Cuntera Airport | 61.4 |
| 18070 | Prarl lineoln | 0.0 | 72161 | Cabramura | 104.8 |
| 21046 | Snuwhawa | 5.5 | 72150 | Wagga Wagga | 22.0 |
| 22801 | Ciple Burda | 0.0 | 73054 | Wyalong | 16.3 |
| 23090 | Alctaticle R0 | 0.1 | 74128 | Deniliguin | 8.2 |
| 23321 | Nuricupa | 11.0 | 76031 | Mildura | 3.9 |
| 26021 | Muun Cambier | 5.7 | 78031 | Nhill | 13.4 |
| 26026 | Ru小 | 0.1 | 80023 | Kcrang | 4.8 |
| 27022 | Thurstaly Island | 0.0 | 82039 | Rutherglen | 43.2 |
| 27045 | Weipa | 0.0 | 84016 | Galbo istand | 0.0 |
| 28004 | Patmerville | 0.0 | 84030 | Ortusis | 3.7 |
| 20004 | Burkelown | 0.0 | 85072 | Sille | 12.3 |
| 30045 | Richmotal | 0.3 | 85096 | Wilsoms Promuntory | 0.0 |
| 31011 | Cairns | 0.0 | 86071 | Melbourne RO | 1.5 |
| 32040 | Tonvnsville | 0.0 | 87031 | Laverton | 5.0 |
| 33119 | Mackily MO | 0.0 | 90015 | Cape Oway | 0.0 |
| 34084 | Clarters Towers | 0.0 | 91057 | Low Head | 0.3 |
| 36007 | Barcaldine | 0.6 | 91104 | Launceston AP | 28.7 |
| 36031 | Longreach | 1.4 | 92045 | Eddystone Point | 0.0 |
| 37010 | Camouweal | 0.2 | 94010 | Cape Bruny | 0.3 |
| 38002 | Birdsville | 0.2 | 94029 | Hobart RO | 1.6 |
| 38003 | Boulia | 0.0 | 94069 | Gruve | 40.8 |
| 39039 | Gayndah | 2.6 | 96003 | Butlers Gorge | 91.2 |
| 39083 | Rockhampton | 0.1 |  |  |  |

indication of changes in frequency of extreme events through the year as a whole, a broader measure is needed.

The principal method used in this sludy to analyse spatial averages of threshold event frequency involves the use of percentile thresholds, that is, temperatures (maximum and minimum) above the 90 th and 95 th percentile level for a calendar month, or below the 10 th and 5 th percentile level. The major advantage of this method is that the expected frequency of such events is exactly the same - $5 \%$ or $10 \%$ (depending on the threshold chosen) - for every station and season, so the removal of a station from the network or the choice of a season will not result in an intrinsic bias in the outcome. This is the approach being followed by the WMO Commission for Climatology Climate Change Detection Methodologics and Indices task group (Plummer, pers. comm.).

### 8.4.2. Method of calculation of the percentile thresholds

Percentile thresholds in each month for each station are calculated as per the method outlined in the analysis of individual stations in section 7.1.1. Once the thresholds are calculated for each of the 12 months, the number of times that threshold is breached in each month of the 40 years was calculated. This gives, for each station and threshold, a 40-year time series of monthly data for each of the four thresholds for minimum and maximum lemperature. The spatial averages of the threshold event frequencies were then calculated for each month of the 40 -year pertod using the Banes analysis technique, as deseribed in section 8.3.2.4.

### 8.4.3. Trends in spatial averages of the frequency of extreme temperature events

The resufts of an analysis of spatial averages of the frequency of extreme temperature events are presented in Tables 8.4 to 8.7 and Figs. 8.7 to 8.10. Each of the lypes of event analysed are discussed separately in this section.

### 8.4.3.1. High maximum temperatures

Over the period from 1957 to 1996, an increase of $21 \%$ ( 1.7 days/decade), as derived from the trend in a linear regression of the data, has occurred in the frequency of maximum temperatures above the 90th percentile in Australia. This increase is observed in all seasons, but is most marked in winter ( $29 \%$ ) and least marked in autumn ( $12 \%$ ). The upward trend is not constant, but, as may be seen from Fig. 8.7a, reflects the existence of two distinct periods of relative stability in the record, with a sharp jump between the two in the late 1970's. The question of whether this can be explained, in part, by the influence of an increased frequency of El Niño events will be addressed in Chapter 9.

An upward trend has occurred in all states, although it is minimal in New South Wales and Victoria. The most marked trencls are found in Tasmania, especiafly in autumn and winter, in which the freguency of maxima above the 90 th percentile has increased by $58 \%$ over the 40 years. Fig. 8.7 g shows that this largely reflects the occurrence of a number of very warm years during the 1980's.

### 8.4.3.2. High minimum temperatures

Over the period from 1957 to 1996, an increase of $32 \%$ ( 2.5 days/decade) has occurred in the frequency of minimum temperatures above the 90th percentite in Australia (Fig.8.8a). The most marked increases ( $40-41 \%$ ) are observed in spring and autumn, with lesser increases in summer and winter. Even more so than the frequency of high maximum temperatures, the frequency of high minimum temperatures shows a marked jump in the Iate 1970's, between two periods of relative stability.

The trends are strongest in north-eastern Australia, with New South Wales and Queensland displaying increases in excess of $30 \%$. Queensland has shown an increase in frequency of these cvents of $50 \%$, with strong trends in all seasons, but especially in autumn. Increases in spring and autumn are observed everywhere, but Queensland and

| Region | $\begin{gathered} \text { Spring (Sc } \mathrm{S} \text { )- } \\ \text { Nov) } \end{gathered}$ |  | $\begin{gathered} \text { Suminer (Dec- } \\ \text { Fel) } \end{gathered}$ |  | Autumn（Mar－ May） |  | $\begin{aligned} & \text { Winler (Jun- } \\ & \text { Aug) } \end{aligned}$ |  | Annual |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Days／ decade | 尔 <br> change <br> 1957. <br> 1996 | Daysf decade | \％ change $1957-$ 1996 | Days／ decade | 䒨 change $1957-$ 1996 | Ditys! deciade | $\%$ <br> change <br> 1957. <br> 1906 | Days／ decade | \％ <br> change <br> 1957. <br> 1996 |
| Australia | 0.4 | 19 | 0.4 | 19 | 0.3 | 12 | 0.6 | 29 | 1.7 | 21 |
| NSW | －0．1 | 6 | 0.2 | 10 | －0．2 | ． 7 | 0.3 | 16 | 0.2 | 2 |
| Victoria | －0．1 | 5 | －0．3 | －12 | 0.5 | 25 | 0.4 | 18 | 0.5 | 5 |
| Queenslard | 0.3 | 17 | 1.0 | 57 | 0.3 | 17 | 0.6 | 26 | 2.2 | 28 |
| S．Austratia | 0.5 | 25 | 0.9 | 50 | 0.5 | 25 | 0.5 | 25 | 2.5 | 32 |
| W．Australia | 0.3 | 17 | 0.1 | 4 | 0.4 | 19 | 0.7 | 36 | 1.5 | （1） |
| Tasmania | 0.3 | 16 | 0.0 | －1 | 1.2 | 75 | 1.3 | 83 | 3.0 | 39 |

Table 8．4．Trends in frequency of maxima above $90^{\text {th }}$ percentile

| Region | Spring（Scp－ Nov） |  | Summer（Dec－ F（b） |  | Aulumn（Mar－ May） |  | Winter（Jun－ Aug） |  | Anmual |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ［）：1yN decade | 1／4． <br> chang <br> $1157-$ <br> ［006 | Day：／ decade | 率 <br> chartige $1957-$ $1996$ | Days decade | $\begin{aligned} & 7 / \\ & \text { change } \\ & 1957- \\ & 1996 \end{aligned}$ | Ditys／ decade | $\%$ <br> chamge 1957－ 1996 | Days／ decade | \％ clathes $1957-$ 1906 |
| Ausiralia | 0.8 | 41 | 0.4 | 19 | 0.7 | 40 | 0.4 | 21 | 2.5 | 32 |
| NSWV | 0.3 | 16 | 0.7 | 36 | 0.9 | 50） | 0.7 | 40 | 2.7 | 3.5 |
| Victorial | 0.6 | 26 | －0．1 | －2 | 0.5 | 2.3 | 0.6 | 26 | 1.7 | 30 |
| Quecnsland | 0.9 | 51 | 0.8 | 4.3 | 1.2 | 68 | 0.6 | 32 | 3.6 | 50 |
| S．Australia | 0.4 | 21 | 0.1 | 7 | 0.6 | 31 | 0.2 | 10 | 1.5 | 16 |
| W．A．ustralia | 0.8 | 48 | 0.2 | 10 | 0.4 | 19 | 0.3 | 16 | 1.8 | 22 |
| Tasmbna | 0.6 | 25 | －0．2 | －8 | 0.6 | 25 | 0.1 | 6 | 1.1 | 12 |

Table 8．5．Trends in frequency of minima above $90^{\text {th }}$ percentile

| K.pmon | Sprime (Sep)Nov: |  | Summer (DecFehs) |  | Autumn (MarMay) |  | Winter (JunAug) |  | Annual |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Diyy } \\ & \text { utwale } \end{aligned}$ | \% change 1957. $1091_{1}$ | Diys/ deciade | $\begin{aligned} & \text { \% } \\ & \text { change } \\ & 1957 . \\ & 1096 \end{aligned}$ | Days/ decride | $\begin{aligned} & \% \\ & \text { change } \\ & 1957- \\ & 1996 \end{aligned}$ | Daysf dccade | $\%$ change 1957. 1996 | Days/ decade | \% <br> change 19571996 |
| Anslatial | -6.3 | $-13$ | -0.1 | -2 | -0.7 | . 25 | -0.5 | -19 | -1.5 | -15 |
| NSW | 61.2 | -1) | 0.0 | 1 | -0.5 | . 19 | -0.3 | -14 | $-1.0$ | - 10 |
| Valurla | (1) 5 | -20) | 0.2 | 10 | -1.0 | -35 | -0.8 | -29 | -2.1 | -21 |
| Cuterastand | 13.0 | -1 | -(3.5 | -19 | -1.3 | -41 | 0.0 | 1 | -1.8 | -18 |
| S Subltallit | 11.9 | - 3.3 | -1].1 | -2 | -0.8 | -30 | -1.4 | -46 | -3.2 | -30 |
| W' Alstratta | (1). 3 | -12 | 0.2 | 12 | -0.4 | . 14 | -0.3 | -14 | -0.7 | -7 |
|  | -1.3 | -4, | - 4 \} ${ }^{3}$ | -14 | -1.5 | . 49 | -0.7 | -26 | -4.0 | -36 |

Table 8.6. Trends in freduency of maxima below 10th percentile

|  | Sporne (Se]) Nov) |  | Summer (Decfict) |  | Ablumn (MarMay) |  | $\begin{gathered} \text { Winter (Jun- } \\ \text { Aug) } \end{gathered}$ |  | Anпual |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [):yy dexule | $\%$ <br> thangi 1957. 10636 | 1) ays/ wectede | $\%$ <br> ctange 19571996 | Dayw decade | $\begin{aligned} & \text { \%/4 } \\ & \text { chinge } \\ & 1957- \\ & 1996 \\ & \hline \end{aligned}$ | Daysf decade | $\%$ <br> change 1957. 1996 | Days/ decade | $\begin{aligned} & \dot{\%} \\ & \text { change } \\ & 1957 \\ & 1996 \\ & \hline \end{aligned}$ |
|  | 16 | . 37 | -0.7 | -26 | -9.5 | - 20 | -1.0 | -35 | -3.3 | -30 |
| visw | (1) 8 | .7) | 0.1 | .5 | -0.7 | -26 | -1.2 | -39 | -2.7 | -26 |
| SJlatta | 11.2 | . 7 | 0.1 | 2 | -0.8 | -31 | -0.5 | -18 | -1.7 | -17 |
| chlecoledund | 1.4 | $\ldots+7$ | $-1.2$ | -39 | -1.4 | -4.5 | -1.5 | -50 | -5.6 | -47 |
| (SAmelturia | 1.3 | 4. | -0.7 | -2.5 | -0.6 | -24 | -1.2 | -40 | -3.9 | -35 |
| W AuPtalmat | (1) ${ }^{1}$ | -3.3 | -17. 5 | -19 | 0.1 | 2 | -0.6 | -21 | -2.0 | -20 |
| [. .x.thetill | (1) 8 | . 31$)$ | - 0.5 | -17 | -0.8 | -30 | -0.5 | -20 | -2.9 | -27 |

Table 8.7. Trends in frequency of minima below 10th percentile
(a) Australia

(c) VIctorla

(e) South Australla

(g) Tasmanla

(b) New South Wales

(d) Queensland

(f) Weatern Australla

(h) Northern Territory


Fig. 8.7. Frequency of maxima above 90 percentile level


FIg. 8.8. Frequency of minima above 90 percentile level


Fig. 8.9. Frequency of maxima below 10 percentile level


Fig. 8.10. Frequency of minima below 10 percentile level

New South Wales are the only states to record more than minimal increases in summer. The weakest trends through the year as a whole have occurred in Tasmania.

### 8.4.3.3. Low maximum temperatures

Over the period from 1957 to 1996, a decrease of $15 \%$ (1.5 days/decade) has occurred in the frequency of maximum temperatures below the 10th percentile in Australia (Fig.8.9a). This is the weakest trend of the thresholds examined. It is most pronounced in autumn and winter, with a decrease of $25 \%$ in autumn. There is virtually no trend in summer. The trend for the annual data reflects the presence of four years in the record (1960, 1968, 1974 and 1978) with very high frequencies of days with maxima below the 10th percentile. Apart from these four years, the frequency of such days has remained virtually unchanged through the record.

The decline is most pronounced in southem Australia, particularly in autumn and winter. South Australia and Tasmania have both observed large declines in the frequency of these events. A possible cause for this change could be a change in the frequency of 'cold outbreak' conditions over south-castern Australia. The weakest trends are observed in Western Australia, with an increase in the frequency of low maximum temperatures being observed in summer.

### 8.4.3.4. Low minimum temperatures

Over the period from 1957 to 1996, a decrease of $30 \%$ ( 3.3 days/decade) was observed in the frequency of minimum temperatures below the 10th percentile level (Fig.8.10). This is, by some margin, the most substantial trend observed of the threshold events examined. The trends are strongest in winter and spring. The trend is a relatively consistent one throughout the period of record (Fig. 8.10a), with the exception of a period of frequent low minimum temperatures in the mid-1970's.

A decrease in the frequency of these events occurred in all states. The decline in Queensland, which has occurred evenly throughout the year, is a particularly notable $47 \%$ over the 40 years. Strong declines in winter and spring are observed in all states, except for Victoria in spring. There was little trend observed in summer in New South Wales and Victoria.

### 8.5. The preparation of a gridded data set of daily maximum and minimum temperature

The preparation of meteorological data sets on a regular grid has been an active area of interest, on both the global (e.g. Jones et al., 1986a, b) and national (e.g. Mills et al., 1997) scales. It is an approach which, as discussed earlier, offers considerable advantages in allowing data to be analysed on a consistent basis despite changes in station networks, and in studying data spatially over specified areas, or over the globe. In particular, a set of gridded daily temperature data for an extended period would allow an analysis of variables such as the area over which a threshold is exceeded on any given day (for example, the area over which $35^{\circ} \mathrm{C}$ is exceeded on each day of a period).

As has been the case with spatial averages (as described in 8.3.1), limited attention has been given to gridded analyses of daily temperature. The National Climate Centre of the Austratian Bureau of Meteorology has been producing gridded analyses of daily maximum and minimum temperatures for Australia since 1996, using the Barnes analysis scheme. More recenty, Janowiak and Bell (1999) have produced a set of gridded daily maximum and minimum temperature data for the contiguous United States since 1948, using (unadjusted) data from approximately 6000 co-operative stations and using the analysis technique described in Cressman (1959).

The main purpose to which a gridded daily data set is put in this thesis is as an additional tool in the quality control of the data, as described in Chapter 4. Its use for the analysis of additional indices of extreme temperature values, beyond those previously discussed, is beyond the scope of this thesis, but is certainly a potential area of study at a later date.

An important consideration in the generation of a gridded analysis of daily temperature data is the station network to be used, and consequently the level of topographic detail that is incorporated. One possible approach is to use all possible station data, no matter what its period of record or quality. This approach would allow the maximum possible level of detail to be obtained from station data, but would also induce numerous problems with the lack of homogeneity through time of the analyses generated, as well as with the effects of occasional erroneous or spurious data. This is not an intractable barrier for the production of, for example, routine daily analyses for public information, but is a greater problem if it is intended to use such a data set for the study of climate change. A more subtle point is that some of the more extreme environments - for example, mountain tops - are represented for only part of the period of record (a problem also discussed in section 8.4.1. in the context of thresholds), and the use of station data alone would result in these environments being lost from the record during periods when there are no data from those stations. (To use a Tasmanian example, there have been data from high mountain sites above 1200 metres - Mount Wellington or Mount Barrow - only between 1961 and 1974 and since 1990, and hence Tasmanian station data would not allow the representation of regions above 1200 metres between 1974 and 1990).

The problem of data homogeneity can be addressed by using only data from known highquality stations - in this context, the set of high-quality daily temperature data developed earlier in this study. This, though, leaves a rather sparse network, with additional data required in order to represent the full range of climates in Australia.

Willmott and Robeson (1995) lound that the most satisfactory results for the analysis of temperature data were obtained by splicing anomalies from mean conditions, generated from a particular set of data, onto a higher-resolution climatology developed using additional data. Whilst their approach involved annual mean temperatures, there is no reason why it could not be applied to shorter timescales. This is a particularly feasible approach for Australian temperature data. High-resolution climatologies of monthly mean temperature in Australia have been developed by D. A. Jones (pers.comm..), using
techniques developed by Hutchinson (1991) to incorporate a wide range of station temperature data, as well as high-resolution topographic models.

In this thesis, the data sets which were developed were daily anomalies from the mean daily maximum and minimum temperature. These were interpolated onto a $1 \times 1$-degree grid using Barnes analysis, with the same parameters as described in section 8.3.2.3. This was done separately for maximum and minimum temperature for each day from 1 January 1957 to 31 December 1996.

Examples of the data sets produced by this scheme are shown in Fig. 8.11. These show the general spatial coherence of daily maximum and minimum temperature, except near the coasts. The greatest problem in the development of such a data set is the sharp temperature gradient near some of the coasts. While the use of anomalies in the gridding process ameliorates this problem to some extent, the Barnes technique is still reliant on the available station data. This means, using the case of 11 January 1957 for example, that the data are approximately linearly interpolated between Kalgoorlie and Esperance (in southern Western Australia), whereas it is likely, given the region's meteorology, that there would be a rapid increase over the area immediately inland from Esperance, followed by a levelling-oul. This problem of capturing sharp gradients is inevitable anywhere where the characteristics of the temperature field are on a finer resolution than the station network used to analyse it.

If these were to be developed into grided sets of daily maximum and minimum temperature covering the same dates, a possible method would be to splice the daily anomalies onto the high-resolution monthly climatology of Jones. To achieve this, it would first be necessary to interpolate the Jones climatology to the daily timescale, as the anomaly grids are based on station anomalies from smoothed daily normals. This could be done, for example, by using a sinusoidal curve to interpolate a daily mean temperature curve at each grid point from the monthly data.


Fig. 8.11. Examples of spatial analyses of daily temperature anomalies

### 8.6. Summary

The spatial averages calculated in this section reinforce the results obtained from individual stations in Chapter 7. They show a tendency towards an increase in the frequency of warm extremes and a decrease in the frequency of cool extremes, with particularly marked trends noticeable for low minimum temperatures in Queensland. The relationship of Queensland minimum temperatures to the El Niño-Southern Oscillation, which has itself shown a trend towards more frequent El Niño conditions, will be investigated further in Chapter 9.

## Chapter 9

## Relationships between the Southern Oscillation Index (SOI) and the frequency of extreme temperatures in Australia

### 9.1. Introduction

The relationship between the El Niño-Southern Oscillation (ENSO) and Australian rainfall has received considerable attention (e.g. Quayle, 1929; Pittock, 1975; McBride and Nicholls, 1983). There has been more limited attention given to the relationship between ENSO and Australian temperatures, especially at the seasonal (as opposed to annual) timescale.

The simultaneous relationship between ENSO and the mean seasonal maximum and minimum temperature over Australia has been most thoroughly examined by Jones (1999) and Jones and Trewin (2000a). Their major findings, in general, were that significant simultancous correlations existed:

## Summer mean maximum tomperature

Strong negative correlations (up to -0.6) were found in much of northern and eastern Australia, whilst strong positive correlations were found locally in southern Victoria, Tasmania and the central west coast of Western Australia.

## Winter mean maximum temperature

Strong negative correlations (typically -0.3 to -0.5 ) were found over most of Australia south of the tropics, whilst positive correlations were found in the north, strongest over Cape York Peninsula and in the Top End of the Northern Territory.

The pattern of positive and negative correlations was similar to that for maximum temperatures, but the negative correlations were weaker, except in north-western Australia.

## Winter mean minimum temperature

Positive correlations were found over much of the eastern two-thirds of Australia, but were significant only over New South Wales and the far north. Negative correlations were found through much of southern Western Australia in winter and spring, reaching up to -0.5 in the south-west in spring.

Lough (1995, 1997) exarnined the relationship between an arcally-averaged temperature series for Queensland and the SOI over the summer (October-March) and winter (April-September) half-years. Her conclusions agreed broadly with those above. She also found substantial interdecadal variability in the SOI-temperature relationship, with the refationship between summer lemperature (maximum and minimum) and the SOI almost disappearing in the 1931-50 period, but that for winter minimum temperature reaching its greatest strength during that period. This will be discussed further later in this chapter.

The only Australian study to make extensive consideration of extreme temperatures (as opposed to means) was that of Stone el al. (1996). Lising thresholds ranging between $-3^{\circ} \mathrm{C}$ and $3^{\circ} \mathrm{C}$ to define 'frost' at a number of stations in interior eastern Queensland and northern New South Walcs, they examined the relationship between the May SOI and the total number of frosts for the following season. For most thresholds, they found negative correlations (generally in the -0.25 to -0.4 range) which were significant at the $5 \%$ level for most of the Queensland sites, but only weak (and non-significant) correlations, generally negative, for the northern New South Wales sites. Outside Australia, Gershunov and Barnett (1998) examined the relative frequencies of temperatures above the $95^{\text {th }}$ percentile and below the $5^{\text {th }}$ percentile in the United States winter during El Niño and La Niña conditions, finding
substantial differences between the two, particularly in the case of the frequencies of extreme high temperatures.

### 9.2. Methods of analysis

Two forms of analysis were carried out. These involved:
(a) The correlation between the SOI and the frequency of temperatures above given temperature thresholds.
(b) The examination of the relative frequencies of days with temperatures above or below certain thresholds in each of three categories of seasons, stratified by terciles of the SOI.

Correlations were carried out between the following data sets:
(a) The three-month mean SOI and the frequency of temperatures above the $5,10,15$, ..., 90,95 percentile levels for the simultaneous three-month period ('simultaneous correlations')
(b) The three-month mean SOI and the frequency of temperalures above the $5,10,15$, ..., 90,95 percentile levels for the following three-month period (lag correlations)

In each case:

1. The correlations were calculated separately for maximum and minimum temperature, using the full period of available record, and for each of the twelve possible threc-month periods (January-March through to December-February).
2. The daily maximum and minimum temperatures used were standardised anomalies, as defined in Chapter 6.
3. The percentile thresholds used for each station were calculated using the procedure in Chapter 8, with all available data used.
4. For each individual three-month period, the frequency of temperatures above each percentile threshold was calculated as a percentage of all possible observations during the period. The frequency was regarded as missing for a given three-month period if there were fewer than 60 observations during that period.
5. The SOI used was based on the mean and standard deviation of Darwin-Tahiti pressure anomaly differences between 1933 and 1992 (source: Bureau of Meteorology web site, http://www.bom.gov.au/climate/current/soihtml.shtml)

In the case of the lag correlations, the results are attributed to the season whose temperatures are under review (for example, the June-August (winter) results are for the correlation between June-August threshold exceedances and March-May SOI).

Negative correlations indicate a tendency for more warm (fewer cold) days in El Niño years, whilst positive correlations indicate a tendency for fewer warm (more cold) days in La Niña years.

The bulk of the discussion of the results will concentrate on corrclations for the $10^{\text {th }}$ and $90^{\text {th }}$ percentiles. Correlations for the $50^{\text {th }}$ percentile are also shown, in order to indicate how ENSO affects the median (as opposed to the extremes).

In the comparison of relative frequencies of days with temperatures above or below thresholds in the three SOI terciles:

1. Four types of events werc examined: the frequency of days with temperatures below the $10^{\text {th }}$ percentile, and above the $90^{\text {th }}$ percentile, separately for maximum and minimum temperatures.
2. The SOl used was a three-month mean value. The tercile boundaries were calculated using the full 1876-1999 SOI data set. The boundaties were calculated separately for each of the twelve possible three-month periods, although only the four calendar seasons, spring (Scptember-November), summer (DecemberFebruary), autumn (March-May) and winter (June-August), were examined in any detail.
3. As for the correlations, the analysis was carried out for values of the SOI for the season simultaneous with that for which the temperatures were being reviewed, and for SOI values one season before the temperature measurements (lag sensitivities).
4. Each day was sorted into one of three categories, depending on which tercile the relevant three-month mean SOI fell into. The frequency of temperatures beyond the overall thresholds above was then calculated for each tercile. (The terciles will henceforth be referred to as terciles 1,2 and 3 , with 1 denoting the lowest onethird of SOI values and 3 the highest one-third).
5. As a measure of the sensitivity of the frequency of extreme temperatures to the SOI, the following ratio was calculated for all thresholds, and both simultaneously and at lag:
(Frequency of temperature beyond threshold in SOI tercile 1)
(Frequency of temperature beyond threshold in SOI tercile 3)

Ratios substantially above 1 indicate a tendency to more extreme events in El Niño years, whilst ratios substantially below 1 indicate a tendency to more extreme events in La Niña years.
6. The standardised temperature anomalies, percentile thresholds and SOI definitions were as for the analysis of correlations above.

### 9.3. Relationships between extreme temperature frequency and the SOI

Figs. 9.1a-1 show the correlations $r$ between the frequencies of maximum and minimum temperatures above the 90,50 and 10 percentile levels and the SOI, both simultancously and at one scason's lag. The maps are drawn by using a four-pass Barnes analysis ( $\sec$ Chapters 4 and 8 ) on data from each of the 103 stations. The time series from the stations vary in length from 22 to 142 years.

Figs. $9.2 \mathrm{a}-\mathrm{h}$ show the ratio between the frequency of extreme events in SOI tercile 1 and the frequency in tercile 3 , as defined in section 9.2 above. A full listing of the correlations and ratios for each station is given in Tables F. 1 and F. 2.

### 9.3.1. High maximum temperatures

Figs. 9.1a and 9.1 show the simultaneous and lag correlations between the SOI and the frequency of maxima above the $90^{\text {th }}$ percentile.

In spring, strong negative correlations exist, both simultaneously and at lag, in two distinct areas; the south-west of Western Australia and south-castern Australia, comprising most of Victoria, Tasmania, and New South Wales west of the Great Dividing Range. They are below - 0.4 in much of Victoria and inland southern New South Wales, and reach -0.5 locally in Western Australia. Positive corrclations exist over most of tropical Australia simultaneously (with the boundary moving further north at lag). Values exceed 0.3 in parts of the far north simultancously, but only locally at lag.

Negative correlations dominate mainland Australia in summer, with the strongest correlations being in Queensland and New South Wales. The simultaneous and lag pattems are very similar, with values below -0.3 over afmost all of Queensland, except for parts of the coast, and much of New South Wales. Much of this area has values below -0.4 , and -0.6 is reached locally in inland northern Queensland. Positive correlations are confined to Tasmania and the coastal fringes of Vicloria, South Australia, and Western Australia south of Learmonth, and only at Camarvon and Robe (both sites highly exposed to the ocean that are somewhat unepresentative of their wider regions, as reflected by very strong gradients of mean summer maximum temperature (Bureau of Meteorology, 1998b)) do they reach 0.3.

As in summer, negative correlations dominate mainland Australia in autumn. The simultaneous correlations are mostly weak, with only a few stations below -(0.3. However, at lag there are strong correlations through much of tropical Australia, with values below - 0.3 over most of that area, reaching - 0.5 in central Queensland.

The simultaneous winter correlations show a striking north-south divide. Strong positive correlations (exceeding 0.4) are evident over tropical Queensland and the Northern Territory, with values as high as 0.6 over Cape York Peninsula. In contrast, negative correlations below -0.3 occur over most of Australia south of $28^{\circ} \mathrm{S}$, except


Fig. 9.1a. Correlation between frequency of maxima above the 90 th percentile and SOI, simultaneous


Fig. 9.1b. Correlation between frequency of maxima above the 90 th percentile and SOI , lag


Fig. 9.1c. Correlation between frequency of maxima above the 50 th percentile and SOI, simultaneous


Fig. 9.1d. Correlation between frequency of maxima above the 50 th percentile and SOI, lag


Fig. 9.le. Correlation between frequency of maxima above the 10 th percentile and SOI, simultaneous


Fig. 9.1f. Correlation between frequency of maxima above the 10 th percentile and SOI, lag


Fig. 9.1g. Correlation between frequency of minima above the 90 th percentile and SOI, simultaneous


Fig. 9.1h. Correlation between frequency of minima above the 90 th percentile and SOI, simultaneous


Fig. 9.1i. Correlation between frequency of minima above the 50 th percentile and SOI, simultaneous


Fig. 9.1j. Correlation between frequency of minima above the 50 th percentile and SOI, lag


Fig. 9.1k. Correlation between frequency of minima above the 10 th percentile and SOI, simultaneous


Fig. 9.11. Correlation between frequency of minima above the 10 th percentile and SOI, lag


Fig. 9.2a. SOI tercile 1 /tercile 3 event frequency ratio, maxima above 90 th percentile, simultaneous


Fig. 9.2b. SOI tercile 1 /tercile 3 event frequency ratio, maxima above 90 th percentile, lag


Fig. 9.2c. SOI tercile 1/tercile 3 event frequency ratio, maxima below 10 th percentile, simultaneous


Fig. 9.2d. SOI tercile 1 /tercile 3 event frequency ratio, maxima below 10 th percentile, lag


Fig. 9.2e. SOI tercile 1/tercile 3 event frequency ratio, minima above 90th percentile, simultaneous


Fig. 9.2f. SOI tercile $1 /$ tercile 3 event frequency ratio, minima above 90 th percentile, lag


Fig. 9.2g. SOI tercile $1 /$ tercile 3 event frequency ratio, minima below 10 th percentile, simultaneous


Fig. 9.2h. SOI tercile 1/tercile 3 event frequency ratio, minima below 10 th percentile, lag
for New South Wales east of the Great Dividing Range and far eastern Gippsland, with values locally reaching -0.5 in several places. At lag, the positive/negative pattern is similar to that for the simultaneous correlations, but the correlations themselves are much weaker, although -0.3 is still reached at scattered locations through southern Australia and 0.4 on Cape York Peninsula.

Figs. 9.2 a and 9.2 b show the relative sensitivities of the frequency of extreme high maxima to the SOI. As expected, the geographical patterns of the ratios largely mirror the correlations discussed above. The simultaneous winter pattern is particularly striking. The ratio is below 0.5 over most of the region north of $20^{\circ} \mathrm{S}$, and above 2.0 in much of south-western Western Australia and inland New South Wales. These indicate shifts in probabilities of extreme high maxima exceeding $2: 1$ (in either direction) between El Niño and La Niña conditions. However, as for the winter comelations, these relationships are much weaker at lag.

Other regions and seasons where the ratios are above 1.5 are:

- Much of Tasmania, Victoria, inland New South Wales and south-western Western Australia in spring, both simultaneously and at lag.
- Most of Queensland (apart from the tropical coast) and New South Wales in summer, with greater sensitivities (widely exceeding 2.0 in Queensland, and reaching 3.0 in places) at lag than simultaneously.
- Most of tropical Australia at lag in autumn, with sensitivities exceeding 2.0 in most of north-western Australia. Such ratios are also observed more locally simultancously in northern Westem Australia and the westem Northern Territory.

Ratios below 0.7 are less common. Apart from the aforementioned very low values in the tropics during winter, low simultaneous ratios (mostly $0.5-0.7$ ) occur in spring over the region north of $18^{\circ} \mathrm{S}$, but those ratios are somewhat higher at lag. These results suggest that, over Australia as a whole, extreme high temperature events are most likely during El Niño events.

### 9.3.2. Low maximum temperatures

Figs. 9.1e and 9.If show the simultaneous and lag correlations between the SOI and the frequency of maxima above the $10^{\text {th }}$ percentile. In spring, simultaneous and lag correlations are negative over most of Australia, except for parts of northern Australia, southern Victoria and parts of Tasmania. However, the correlations only reach -0.3 in small isolated areas, mostly in Western Australia. The correlations are slightly stronger at lag than they are simultaneously, with values locally reaching -0.5 at Halls Creek and isolated Queensland stations also reaching -0.3. Isolated stations on the northern coastline have correlations exceeding 0.3.

As for high maxima, negative correlations dominate most of Australia in summer, although the focus of the strongest correlations is further north and west. Simultaneous correlations are below - 0.3 over almost all of Queensland, the Northern Territory and tropical Western Australia, reaching -0.6 in the far north. At lag the correlations are slightly weaker but are still below -0.3 over much of Queensland and the Northern Territory. Positive correlations are mostly confined to the south-east, covering Tasmania (where they reach 0.3 locally), most of Victoria and adjoining parts of New South Wales and South Australia. The arca of positive correlations in the south-east is more exicnsive for low maxima than it is for high maxima, and it is interesting to note that some stations near the NSW/Victorian border show positive correlations near 0.3 for low maxima, but negative corteations near -0.3 for high maxima, indicating enhanced (suppressed) variability of termerature at both ends of the distribution in El Niño (Lail Niña) years. This may be associated with positive pressure anomalies over the South Tasman Sea, and consequent north-easterly gradient wind inomalies over south-castern Australia, in La Niña years (Drosdowsky and Williams, 1991; Jones and Simmonds, 1994).

In autumn, negative simultaneous correlations are observed over most of Australia. They are mostly weak, with -0.3 reached only in the northern half of Queensland, parts of the Northern Territory and the Kimberley region of Western Australia. In contrast to the situation for high maxima, the correlations are even weaker at lag, and (mostly weak) positive correlations cover substantial parts of the continent, 0.3 being reached locally in Victoria.

Winter correlations are negative over almost all of Australia except the far north, both simultaneously and at lag. Unlike the other extreme variables in winter, the correlations at lag are of similar or greater strength to those found simultaneously, except that the strong positive correlations found simultaneously in the far north (locally exceeding 0.5 on Cape York Peninsula) disappear at lag. Simultaneous values below -0.3 are found at scattered locations through inland eastern Australia, whilst at lag they are found over much of Queensland (except for Cape York), reaching -0.5 near Brisbane.

Figs. 9.2 c and 9.2 d show the relative sensitivities of the frequency of extreme low maxima to the SOI. The relative sensitivity of the frequency of low maxima to the SOI is, on balance, generally greater than those found for similar correlations for high maxima. Ratios below 0.7 are found in the following areas:

- Widespread areas in a belt across the central latitudes of Australia in spring.
- Most of Queensland, the Northern Territory and northern Western Australia in summer. The areas are more extensive, and stronger, at lag than they are simultancously, extending southwards into northern New South Wales are with values below 0.5 in the Top End of the Northern Territory.
- Most of Western Australia (except for the west and south coasts), the Northem Territory, Queensland and northem South Australia for simultaneous values in autumn, with ralios as low as 0.4 in the northern Northern Territory. As with the correlations, the pattern weakens considerably at lag, with values below 0.7 mostly confined to the region north of $20^{\circ} \mathrm{S}$.
- Large arcas of central and eastern Australia in winter (reaching 0.5 in inland southern Queensland). Unlike the correlations, the pattern for ratios is somewhat weaker at lag than it is simultaneously (at lag ratios below 0.7 are mostly confined to Queensland and northern New South Wales), but the weakening of the relationship is still much less distinct than it is for the other three extremes.

Simultaneous ratios above 1.5 are only found at isolated stations, mostly in the far north in winter and spring. At lag, the one season where coherent areas with ratios
above 1.5 occur is autumn, where they are found over much of Victoria and adjacent southern inland New South Wales, parts of Tasmania, and the Pilbara and Gascoyne regions of Western Australia.

### 9.3.3. High minimum temperatures

Figs. 9.1 g and 9.1 lh show the simultaneous and lag correlations between the SOI and the frequency of minima above the $90^{\text {th }}$ percentile. In spring, correlations are positive in most of tropical Australia, both simultaneously and at lag. Simultaneous values above 0.3 occur over most of the area north of a line from Brisbane to the Kimberley, reaching as high as 0.7 on Cape York Peninsula. The positive/negative boundary is in a similar location at lag but the positive correlations are weaker, only reaching 0.3 in the far north. Negative correlations between -0.3 and -0.5 occur in south-western Western Australia, with near-zero correlations over most of the remaining extratropics.

Negative correlations occur over most of Australia in summer. They are stronger at lag than simultaneously, with values below -0.3 covering most of Queensland and inland New South Wales. Positive correlations, both simultaneously and at lag, occur in Victoria, Tasmania and the south-cast of South Australiat, excecding 0.3 at some mainland coastal stations and in much of Tasmania.

Simultaneous correlations in autumn are weak throughout Nustralia, although positive correlations cover the south-east south of $30^{\circ} \mathrm{S}$, with values reaching 0.3 at a few stations. At lag, however, negative correlations cover almost all of mainland Australia, and are below -0.3 over almost all of the tropics and extratropical Qucensland (reaching -0.6 in central Queensland). Interestingly, the change between the simultaneous and lag patterns is the reverse of that which occurs for low maxima.

In winter, positive correlations occur over most of Australia, except for southern Western Australia and the coasts of Victoria and South Australia, and exceed 0.3 over extensive areas of the tropics. However, these correlations disappear almost completely at lag, with values between 0.2 and -0.2 at almost all stations.

Figs. 9.2 e and 9.2 f show the relative sensitivities of the frequency of extreme high minima to the SOI. Notable features include:

- The very low ratios found simultaneously in winter and spring in the far north of Australia. Ratios are below 0.5 in both seasons at numerous stations, are below 0.7 over most of the tropics, and fall as low as 0.2 on Cape York Peninsula. These low ratios are also found at lag in spring, but not in winter.
- There are extensive areas with ratios at lag exceeding 1.5 in both summer and autumn. In summer those ratios occur over most of Queensland, northern and central New South Wales and some northern coastal areas of the Northern Territory and Western Australia. In autumn they cover the entire tropics. In both cases the ratios exceed 2.0 over substantial regions and 3.0 at a few stations. These patterns are also found simultaneously in summer, but not in autumn.
- Ratios drop below 0.7 in summer, both simultaneously and at lag, in summer in southern Victoria and Tasmania. Conversely, in winter this is the only portion of the country with ratios approaching 1.5 .
- Simultancous ratios exceed 1.5 in spring in south-western Western Australia, and are still well above 1 (although mostly dropping to 1.3-1.4) at lag.


### 9.3.4. Low minimum temperatures

Figs. 9.1 k and 9.11 show the simultaneous and lag correlations between the SOI and the frequency of minima above the $10^{\text {th }}$ percentile. In spring, the only areas with strong correlations ( $|r|>0.3$ ) are parts of inland southern and central Western Australia, where correlations are between -0.3 and -0.5 , and two small areas where positive correlations exceed 0.3: Cape York Peninsula and an area on either side of the NSW/Victoria border. The simultaneous and lag patterns are similar.

Weak simultaneous correlations are also a feature of summer. Whilst negative correlations are widespread in Western Australia, they only reach -0.3 at a few widely scattered stations. Positive correlations are found in much of south-eastern Australia but only reach 0.3 at some exposed coastal stations in Victoria and Tasmania. At lag, the pattern is somewhat different with negative correlations over most of Australia
except for Victoria and Tasmania, but values are still generally above -0.3 , with that threshold being reached in several areas in northern Western Australia, the Northern Territory and inland southern Queensland.

In autumn there is a marked contrast between the simultaneous and lag patterns. The simultaneous correlations are weakly positive over most of the country except for the western half of Western Australia, and exceed 0.3 over parts of Victoria, southern New South Wales and northern Queensland. At lag, however, values are negative over most of the mainland, and are near or below -0.3 over much of the tropics. Over New South Wales and northern Victoria, the frequency of minima below the $10^{\text {th }}$ percentile in years with a summer SOI in tercile 2 is generally somewhat above the frequency in years when it is in either tercile 1 or 3, one of the few examples of a substantial anomaly being associated with near-neutral SOI conditions.

Positive simultaneous correlations occur in winter over most ol Australia, other than the southern two-thirds of Western Australia. They exceed (0.3 over a broad belt stretching from Victoria to the Northern Territory, reaching 0.5 in northern Victoria and southern New South Wales. These positive correlations, however, disappear almost completely at lag, with most of the continent instead being dominated by weak negative corrclations, and stronger corrchations ( -0.3 to -0.5 ) being found in the northern half of Queensland, particularly near the Gulf of Carpentaria.

In general, the correlations for low minima, particularly al lag, are weaker (in both directions) than those found for the other thece extreme temperature parameters.

Figs. 9.2 g and 9.2 h show the relative sensitivities of the frequency of extreme low maxima to the SOI. The most striking feature of these is the high ratios observed simultancously through most of the eastern two-thirds of Australia in winter - and the almost complete absence of high ratios over this area al lag. Simultaneously, extensive areas have ratios exceeding 1.5, with values as high as 2.5 in southern New South Wales; at lag, only isolated stations even exceed 1.3. These results mirror those for the correlations described above.

Ratios below 0.7 are found at lag through substantial parts of northern Australia in all seasons except spring. For simultaneous ratios, though, such values are only found in this region in summer, when they extend to an area centred on the NSW/Queensland border. Ratios between 0.5 and 0.7 are also found over much of the southern half of Western Australia in spring.

The results for ratios of low minima show less spatial coherence than for the other three parameters. Some of this lack of coherence is the result of individual anomalous seasons (e.g. Camooweal in summer 1994/95) which may be indicative of undetected data quality problems. Low minimum temperatures are, however, generally more dependent on local factors such as topography and site condition (Bootsma, 1976; Kalma ct al., 1986, 1992; see also section 3.2) than other extremes, and it might be expected that this would contribute to a reduced spatial coherence of the patterns shown in Figs. 9.2g and 9.2h.

### 9.4. Discussion and implications

Many of the results found for extreme temperatures are consistent with those previously found for mean temperatures and noted in section 9.1. In particular, the negative correlation between summer temperatures (especially maxima) and the SOI through much of northern and eastern Australia affects most of the frequency distribution of temperature fairly uniformly. This is also true of the negative comelations between the SOI and maximum and minimum temperatures in southern Western Australia in spring.

There are, however, a number of locations where there are substantial differences between the influence of the SOI on different parts of the frequency distribution. A particularly notable example of this occurs for maximum temperatures in Victoria, particularly southern Victoria, in spring and summer. Two cases characteristic of this are Laverton ( $144^{\circ} 44^{\prime} \mathrm{E}, 37^{\circ} 52^{\prime} \mathrm{S}$ ) in spring (where most percentile points up to the $75^{\text {th }}$ show weak positive simultaneous correlations, but there is a negative correlation of -0.48 for the $90^{\text {th }}$ and $95^{\text {th }}$ percentiles), and Rutherglen ( $146^{\circ} 30^{\prime} \mathrm{E}, 36^{\circ} 06^{\prime} \mathrm{S}$ ) in summer (where there is a simultaneous correlation of 0.26 for the $10^{\text {th }}$ percentile, but -0.35 for the $90^{\text {th }}$ ). This suggests that, in Victoria, El Niño (La Niña) conditions are
associated with enhanced (suppressed) variability of maximum temperatures, at both ends of the frequency distribution, in spring and summer. When viewed in a spatial sense, it is perhaps not surprising that the area of negative correlations in spring and summer extends further south for extreme high temperatures than it does for median temperatures (Figs. $9.1 \mathrm{c} / \mathrm{d}$ ), as extreme high temperatures in Victoria are generally associated with airstreams of northerly origin and the maximum temperatures in such airstreams might be expected to be influenced by conditions in the source regions for the air, further north.

Another region where such effects are noticeable is northern Australia in winter and, to a lesser extent, in spring. Here, it is La Niña that is associated with enhanced temperature variability, with increased frequencies of both extreme low maxima and high maxima. Two examples of this occur at Halls Creek (where the simultaneous SOI correlations in winter are -0.13 for the $10^{\text {th }}$ percentile and 0.43 for the $90^{\text {th }}$ ) and Camooweal ( -0.25 and 0.45 respectively).

A striking result is the marked seasonal reversal of the maximum temperature/SOI relationships in northem Australia belween winter and summer. This is noticeable throughout the frequency distribution, particularly in northern Queensland. A good example is Palmerville, where the simultancous SOl/temperature frequency correlations are between 0.44 and 0.64 for all percentiles in winter, increase to 0.48 0.66 for the July-September period (not mapped), and are still weakly positive in spring ( $0.00-0.36$ ), but latl to-0.43- -0.57 in summer and $-0.57-0.63$ for the January-March quarter. The negative correlations in summer can be associated with enhanced rainlall and cloud cover during the tropical wet season in La Niña years (Drosdowsky and Williams, 1991), but an explanation for the positive correlations in winter and spring is less obvious.

There are few instances of substantial anomalies being associated with near-neutral (tercile 2) SOI values, the most extensive instance being for low minima in autumn, which occur with increased frequency in New South Wales and northern Victoria in years when the summer SOI is near neutral. In general, the observed frequencies of extreme events, for all parameters, in tercile 2 are intermediate between those in terciles 1 and 3 , although there are some instances where an anomaly is confined to
one of the three terciles (for example, the negative correlation between the SOI and the frequency of extreme high maxima in winter in south-eastern Australia reflects a increased frequency of such events in El Niño years, with frequencies in tercile 2 being similar to those in tercile 3 ).

The results obtained in section 9.3 indicate that an SOl-based scheme has potentially useful skill in the seasonal forecasting of extreme temperatures some parts and seasons of Australia. This is particularly true of maximum temperatures (both high and low). The weakest results are for low minimum temperatures, suggesting that a scheme based on the SOI alone has limited potential for the forecasting of extreme low temperatures. As extreme low temperatures, particularly outside the regular frost season, are of great importance for some types of agriculture, as illustrated by the estimated agricultural losses of $\$ 200$ million in a frost in Victoria in October 1998 (Bureau of Meteorology, 1998a) this is a somewhat disappointing result.

## Possible future extensions of the analysis

There are a number of ways in which this analysis could be extended further at a later date. Stone and Auliciems (1992) defined five phases of the SOI (consistently positive/negative/ncar zero, rapidly rising, rapidly falling). It would be possible to use these phases, rather than SOI terciles, as categories into which to stratify extreme temperature occurrences. This is likely to have particular potential for those seasons and parameters for which there is a dramatic difference between the simultaneous and lag pattems, as occurs in autumn and winter for some variables.

Another possible extension would be to incorporate information of sca surface temperatures in the Indian Ocean, as well as the tropical Pacific (for which the SOI is used as a surrogate), in the analysis. Two empirical orthogonal functions (EOFs), corresponding approximately to sea surface temperatures in the two oceans, are used in the Australian Bureau of Meteorology's current operational scheme for the seasonal forecasting of Australian rainfall and mean temperature (Drosdowsky and Chambers, 1998; Jones, 1998). A possible drawback to repeating the analysis of extreme temperature frequencies in different Pacific/Indian Ocean temperature categories is that the number of categories could become rather large (using three terciles of the
two EOFs, for example, would result in nine categories), which in tum would result in fairly small samples in each category when only 40 years of record are available from most stations.

The 'autumn predictability barrier', and comparisons with previous studies

Except for low maxima, the correlations were generally substantially weaker (and ratios closer to 1) at lag than they were simultaneously in winter, but not in the other three seasons. This is consistent with the well-known 'autumn predictability barrier' of the El Niño-Southern Oscillation phenomenon itself (e.g. Torrence and Webster, 1998); the SOI shows much less persistence from the Southern Hemisphere autumn into winter than it does in any of the other seasons.

A particularly interesting result in winter is that there are, in general, weak negative correlations between the autumn SOI and the frequency of minima above the $10^{\text {th }}$ percentile in winter in most of Queensland. At first glance, this appears to contradict the findings of Stone et al. (1996), who found negative correlations (mostly around 0.3 ) between the May SOI and the number of days with temperatures below specified thresholds at a number of Queensland stations. There are, however, at least four diflerences between the two studies:
(a) The analysis in this chapter uses the three-month mean SOI for the March-May period, whereas Stone et al. use the single-month value for May. This difference may be signilicant in light of the previously-noted tendency for rapid changes in the SOI cluring that period.
(b) The analysis in this chapter mostly uses data from the 1957-96 period, whereas most stations used by Stone et al. had data from the 1910-93 period. Changes in the decadal-to-multidecadal timescale in the climate (Power et al., I999a), and, in particular, in the relationship between the SOI and various climatic variables in Australia, possibly associated with the Interdecadal Pacific Oscillation (Power et al., 1999b), are well-known to have taken place. In particular, Lough (1997) found substantial changes in the correlation between the SOI and mean minimum temperatures for Queensland in the April-September period between 1931-50
(0.63) and 1975-95 (0.22). It would not be surprising if this weakening of the SOIminimum temperature relationship were also observed for extreme tempcratures.
(c) As shown in Chapters 7 and 8 , there has been a very strong downward trend in the frequency of low minimum temperatures in Queensland over the 1957-96 period. There has also been a tendency towards an increased frequency of low autumn SOI values towards the end of this period. Six of the last 10 years of the record had an autumn SOI in tercile 1 (including five in succession between 1991 and 1995), compared with 9 of the 30 years between 1957 and 1986. It is possible that an SOI-temperature relationship here has been masked by the effects of general climate change. (A consequence, if this is indeed the case, is that this suggests that the observed downward trend in the frequency of low minimum temperatures would have been even stronger were it not for the behaviour of the SOI over this period).
(d) The data sets used by Stone et al. were not adjusted for inhomogeneities. Whilst this is likely to affect conclusions about the trends in temperatures that they found, it should have a limited impact on the SOI-temperature relationship, as any bias in temperatures during a section of the record will affect observations during that period under both high and low SOI conditions.

The possibility of decadal-to-interdecadal variability in the nature of the SOI-extreme temperature relationship is a particularly intriguing one. The 40 years of record available from most stations for this study is insufficient to carry out an assessment of this, but it is an area of considerable potential for future study once more pre-1957 daily data are digitised over the coming years.

## Chapter 10

## Conclusion

The central conclusion of this thesis is that the frequency of extreme high temperatures, both maxima and minima, in Australia has increased over the period between 1957 and 1996, and that the frequency of extreme low temperatures has decreased. These results hold across most seasons, and in most regions, and are valid for all of the thresholds tested, both fixed and relative (percentile-based). The strongest observed trends are, in general, the decreasing trends in the frequency of extreme low minimum temperatures, and the weakest are the increasing trends in the frequency of extreme high maximum temperatures. This suggests a decline in temperature variability over Australia during the 1957-1996 period, superimposed upon a general warming trend of mean temperatures over that period.

The declining trend in the frequency of extreme low temperatures is especially marked in Queensland, where the annual frequency of minima below the $10^{\text {th }}$ percentile fell by $47 \%$ between 1957 and 1996, with the decline reaching $50 \%$ in winter. This is a dramatic change, being of comparable magnitude to those projected for New South Walcs (accompanying a much larger warming of mean temperatures than that observed so far in Qucensland) by 2050 by the CSIRO climate model (Hennessy ct al., 1998).

It was found in Chapter 6 that the frequency distributions of Australian daily maximum and minimum temperatures were most effectively represented by a compound Gaussian distribulion, being a composite of two or three individual Gaussian distributions. Using this distribution, it was found that the observed change in temperature over the 1957-1996 period was reflecting an increase in the means of both the cooler and warmer parts of the frequency distribution, suggesting that the changes, over Australia as a whole, represent warming of all air masses in the Australian region (both continental and maritime), rather than a general circulation change (although the question of whether changes in circulation have been responsible for anomalous changes at individual stations remains unaddressed).

In Chapter 9, numerous relationships were found between the frequency of extreme temperatures and the Southern Oscillation Index. These relationships were particularly strong for extreme high maximum temperatures. With the exception of the relationship of autumn SOI with winter temperatures, many of these relationships remained robust at one season's lag. This suggests that there is considerable potential for the scasonal forecasting of extreme temperature probabilities, especially if the simple SOI-based scheme suggested by the work in Chapter 9 is refined to a more sophisticated system, based on principal components of Pacific and Indian Ocean temperatures, as is currently used by the Australian Bureau of Mcteorology for seasonal forecasting of mean temperatures and total rainfall. The seasonal forecasting of extreme temperature probabilities, if it can be accomplished with a reasonable degree of skill, is of great interest to industrics such as agriculture and energy generation.

The development of a bigh-quality daily temperature data set in Chapter 4 was a necessary precursor to the results obtained elsewhere in this study. It could form the basis of numerous future studies of Australian climate, especially if it can be extended backwards in time from its existing starting date of 1957 once a substantial amount of additional daily temperature data from the pre-1957 period has been digitized.

An arca which will be of particular interest once sufficient data have been digitized is the interdecadal variability of extreme temperature frequencies, and of the extreme temperature-SOI relationship. Results obtained in Chapter 9 suggest the likelihood of substantial variability in the extreme temperature-SOI relationship on the interdecadal timescale, but a definitive answer awaits the availability of time series of greater length than the 40 years currently available.

The 1957-1.996 period is a specific snapshot in time. The climate is changing continuously. The techniques presented in this thesis can be readily extended in time or space. Accordingly, they will be able to form the basis for the ongoing monitoring of trends in the frequency of extreme temperature events in Australia, and should also be adaptable globally, given the availability of sufficient data. A truly global study, and following ongoing global monitoring, of extreme temperature frequency, instead
of an agglomeration of regional studies, may finally become feasible with the advent of the global GCOS Surface Network.
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[^0]:    A - actual value; B - single Gaussian distribution; C - three-parameter gamma distribution; D - compound Gaussian distribution
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